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ABSTRACT
While choosing among several products, users may look up re-

views from each product they are considering. Due to the large

number of reviews of products, selecting representative reviews

from one product alone is already a challenging problem. In this

work, we further aim to conduct review selection for multiple

products simultaneously for comparative purposes. We formulate

objective functions that synchronize the review selection and

design efficient algorithms to optimize for the objective functions.

To narrow down the potentially long list of comparison items

into a shorter list of more similar items, we construct a graph

representing items’ similarity and design efficient algorithms

to find the heaviest 𝑘-subgraph including the target item. The

results are validated on real world datasets on various product

categories.

1 INTRODUCTION
E-commerce is now the predominant means for procuring items.

Unlike brick-and-mortar stores, e-commerce sites are not severely

limited by inventory shelf spaces and can offer many options for

every consumer intent. Given the large number of alternatives to

consider, and little prior experience with them, consumers resort

to product reviews to glean as much information as they can

from the experiences of others as documented in the reviews.

Reviews are so much a part of the e-commerce landscape

now that virtually every store features reviews. So much so,

that nowadays it is common to find products with thousands

of reviews, if not more. What was originally a mechanism to

address the paradox of choice – of which products to purchase –

has now itself turned into another paradox of choice – of which

reviews to read.

If a consumer only has time to read a few reviews, which among
the many (potentially thousands) should they read? In the liter-

ature, this question has been looked into from multiple angles

(see section 5). One option is to let users vote on which reviews

have been helpful, but this may not give a fair chance to all

reviews as even the voters may have only seen a few reviews.

Another option is to create a summary of all the reviews, but

this summary, either being crafted by a machine learning model

or assembled from many reviews, may not have the original

authenticity of a genuine review.

This work follows the line of research in selecting a small

number 𝑘 of reviews that are “representative” of the full set of

reviews of a given product. There are various ways to define rep-

resentativeness as surveyed in section 5. One that is particularly

relevant is characteristic review selection [15], which seeks to

find a subset of reviews that collectively cover both positive and

negative opinions of product aspects in a proportion that is close

to the overall. Intuitively, by reading the few selected reviews,
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Figure 1: An example of “Compare with similar items”
(This is captured on Amazon.com)

a consumer would be well-versed in considering the trade-offs

associated with a product.

Comparative Review Selection. Notably, in the existing

literature, review selection is conducted for an individual prod-
uct independently. In this work, we are interested in selecting

comparative reviews from multiple products simultaneously. We

posit that a consumer’s decision making is not simply binary in

the sense of whether to purchase a product. Rather, it is usually

comparative in the sense of which among a few alternatives to

decide upon. For instance, on certain e-commerce sites such as

Amazon.com, when consumers are viewing a target item (e.g.,

Canon EOS Rebel T7 DSLR Camera
1
), they may be presented

with a number of “similar” items, ostensibly due to similarity in

attributes or specifications, as illustrated in Figure 1. There are

yet other means of identifying comparative items such as also

bought items, also viewed items.

As shown in Figure 1, each item could have hundreds to thou-

sands of reviews. Beyond the hard specs, consumers would likely

still wish to read the reviews. Given a target product and a num-

ber of comparative products, our primary focus in this work is on

selecting reviews from the given products in such a way that the

selected reviews would be representative of the respective prod-

ucts, and simultaneously the selected reviews would cover similar
aspects that would facilitate comparison across those products. This
latter objective is novel to this work. It also gives rise to a new

1
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problem formulation as what used to be a combinatorial selec-

tion across reviews of one product now becomes combinatorial

explosion across multiple products. We formulate synchronized

review selection objectives and propose algorithms towards ap-

proximating them.

While a consumer is then presented only with a small number

of reviews, reading a few reviews across multiple products could

still be taxing on themind. Thus, to further ease the cognitive load

on consumers, as a secondary objective, we would build on the

aforementioned review selection objective to narrow down the

given (long) list of comparative products to a smaller sized list of

core comparative products. By formulating the products or items

as a graph of vertices, with the edge weights reflecting the simi-

larities across their selected reviews, we turn the problem into

finding the heaviest weight top-𝑘 items including the target item.

Contributions. We make several contributions in this work.

First, we propose a novel review selection problem for selecting

comparative review sets for multiple items. Second, we formu-

late the objective function that synchronizes the review selection

process and design efficient algorithms to solve this objective

function. Third, we describe an efficient heuristic approximation

to find top-𝑘 similar items among the candidate comparative

items that must include the target item. Fourth, we conduct ex-

periments on real world data to validate the efficacies of the

proposed algorithms against comparable baselines. Finally, we

make our code publicly available
2
for reproducibility.

Novelty. The problem in selecting comparative sets of re-

views across multiple items is novel, which is distinct from pre-

vious work sorely focus on selecting a set of reviews for a single

item. This necessitates a new solution, which we formulate based

on integer regression. Moreover, the subsequent task of narrow-

ing down the core list of comparative items is also novel, which

is formulated as selecting the heaviest 𝑘-subgraph including the

target item to maximize the similarity among these selected 𝑘

items, differing from the existing works in selecting the heaviest

𝑘-subgraph. As the problem is intractable, a heuristic approxima-

tion algorithm is proposed.

2 COMPARATIVE REVIEW SETS SELECTION
ACROSS MULTIPLE ITEMS

We first present our problem formulations, then describe the

proposed algorithm to approximate the otherwise intractable

problem. Table 1 lists the main notations used in this paper.

2.1 Problem Formulations
2.1.1 Comparative Review Sets Selection. Given a collection

of 𝑛 items P = {𝑝1, 𝑝2, . . . , 𝑝𝑛}, each item 𝑝𝑖 has a collection of

reviews R𝑖 discussing aspects from a universal set of 𝑧 aspects

A = {𝑎1, 𝑎2, . . . , 𝑎𝑧 }. A typical review only comments on a subset

of these aspects, expressing positive or negative opinions. Given

a collection of reviews S𝑖 ⊆ R𝑖 , we use 𝜋 (S𝑖 ) ∈ R2𝑧
+ to denote

the opinion vector that represents the distribution of opinions

of S𝑖 . Throughout the paper, we assume that aspects and opin-

ions can be extracted automatically, e.g., using frequency-based

approach [5] or Sentires [42], and we consider them as given.

Let 𝜙 (S𝑖 ) ∈ R𝑧
+ be the vector representing aspect distribution

of S𝑖 (just the aspects, irrespective the opinion of individual

items). When comparing two items, we often base on common

aspects of both items regardless of their opinions to see how they

2
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Table 1: Main Notations

Symbol Description

P set of 𝑛 products {𝑝1, 𝑝2, . . . , 𝑝𝑛 }
A set of 𝑧 aspects {𝑎1, 𝑎2, . . . , 𝑎𝑧 }
R𝑖 set of all reviews of item 𝑝𝑖

S𝑖 ⊆ R𝑖 a subset reviews of R𝑖

𝑚 maximum number of reviews to be selected

𝑘 top-𝑘 most similar items to be selected

𝜋 (S𝑖 ) opinion distribution vector of S𝑖

𝜙 (S𝑖 ) aspect distribution vector of S𝑖

𝜏𝑖 target opinion distribution vector for item 𝑝𝑖
Γ target aspect distribution vector

Δ(𝑥, 𝑦) distance of two vector 𝑥 and 𝑦, i.e., 𝐿2
distance

𝜆 control factor of opinion over aspect

𝜇 control factor of comparisons among items

[𝑎;𝑏 ] concatenation of vector 𝑎 and 𝑏

𝜔, 𝜈 indicators of which reviews to be selected

𝜌 ⊆ P a solution set of products selected by TargetHkS

𝛾𝑖 indicator of whether item 𝑝𝑖 is a part of solution 𝜌

𝑤𝑖 𝑗 the similarity between two nodes 𝑝𝑖 and 𝑝 𝑗

are different from each other. For every item, we would like to

select a subset of reviews that characterize the item well. We also

want the selected sets of reviews to be similar to one another,

e.g., discussing same aspects, so we can compare more directly.

Specifically, for any two items 𝑝𝑖 and 𝑝 𝑗 , the selected sets are

S𝑖 and S𝑗 respectively, we would like to minimize the distance

between two aspect distribution vectors 𝜙 (S𝑖 ) and 𝜙 (S𝑗 ). We

also use the notion of a target aspect vector Γ, acting as an inde-

pendent optimization goal, i.e., aspect vector of the target item.

The formal problem formulation is as follows:

Problem 1. Comparative Review Sets Selection (Com-

paReSetS). We are given a collection of𝑛 itemsP = {𝑝1, 𝑝2, . . . , 𝑝𝑛},
where 𝑝1 is regarded as the target item and 𝑝2 to 𝑝𝑛 as comparative
items. Every item 𝑝𝑖 has a collection of reviews R𝑖 , a target opinion
vector 𝜏𝑖 . For a target aspect vector Γ and an integer number𝑚,
find S𝑖 ⊆ R𝑖 for every item 𝑝𝑖 such that |S𝑖 | ≤ 𝑚 and

𝑛∑︁
𝑖=1

Δ(𝜏𝑖 , 𝜋 (S𝑖 )) + 𝜆2

𝑛∑︁
𝑖=1

Δ(Γ, 𝜙 (S𝑖 )) (1)

is minimized.

Where 𝑚 is the maximum number of reviews to be selected,

𝜏𝑖 = 𝜋 (R𝑖 ) is the target opinion distribution vector, 𝜆 ≥ 0 is the

tradeoff factor between distance of opinion vectors and distance

of aspect vectors, and Δ(𝑥,𝑦) is the distance between two vectors

𝑥 ∈ R𝑙
and 𝑦 ∈ R𝑙

, i.e., squared Euclidean distance,

Δ(𝑥,𝑦) = (𝑥 − 𝑦)2 =

𝑙∑︁
𝑖=1

(𝑥𝑖 − 𝑦𝑖 )2
(2)

Equation 1 can be solved separately for each item 𝑝𝑖 , minimizes:

Δ(𝜏𝑖 , 𝜋 (S𝑖 )) + 𝜆2Δ(Γ, 𝜙 (S𝑖 )) (3)

Based on the distance metric in Equation 2, we can rewrite Equa-

tion 3 as follows:

Δ( [𝜏𝑖 ; 𝜆 · Γ], [𝜋 (S𝑖 ); 𝜆 · 𝜙 (S𝑖 )]) (4)

Where the target vector [𝜏𝑖 ; 𝜆 · Γ] is simply the concatenation

between 𝜏𝑖 and 𝜆 · Γ.

Working example 1. Figure 2a shows an example of 3 items

{𝑝1, 𝑝2, 𝑝3} and a solution of CompaReSetS. The frequencies of

aspects {battery, lens, quality, price, shuttle} inR1 are {6, 4, 4, 0, 0}.
With opinions {battery+, battery−, lens+, lens−, quality+, quality−,
price

+, price−, shuttle+, shuttle−}, the target opinion vectorwould
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𝒓𝟏 = {𝐛𝐚𝐭𝐭𝐞𝐫𝐲"}

𝒓𝟐 = {𝐛𝐚𝐭𝐭𝐞𝐫𝐲$ ,𝐥𝐞𝐧𝐬$}

𝒓𝟑 = {𝐛𝐚𝐭𝐭𝐞𝐫𝐲$ , 𝐪𝐮𝐚𝐥𝐢𝐭𝐲"}

𝒓𝟒 = {𝐥𝐞𝐧𝐬" , 𝐪𝐮𝐚𝐥𝐢𝐭𝐲$}

𝒓𝟓 = {𝐛𝐚𝐭𝐭𝐞𝐫𝐲$ , 𝐥𝐞𝐧𝐬"}

𝒓𝟕 = {𝐛𝐚𝐭𝐭𝐞𝐫𝐲" , 𝐪𝐮𝐚𝐥𝐢𝐭𝐲"}

𝒓𝟔 = {𝐛𝐚𝐭𝐭𝐞𝐫𝐲$ , 𝐥𝐞𝐧𝐬$ , 𝐪𝐮𝐚𝐥𝐢𝐭𝐲$}

ℛ*

CompaReSetS solution

𝒓𝟏𝟖 = {𝐪𝐮𝐚𝐥𝐢𝐭𝐲" , 𝐬𝐡𝐮𝐭𝐭𝐥𝐞$}

𝒓𝟏𝟗 = {𝐬𝐡𝐮𝐭𝐭𝐥𝐞"}

𝒓𝟐𝟏 = {𝐬𝐡𝐮𝐭𝐭𝐥𝐞$}

𝒓𝟐𝟎 = {𝐪𝐮𝐚𝐥𝐢𝐭𝐲" , 𝐬𝐡𝐮𝐭𝐭𝐥𝐞"}

ℛ.

CompaReSetS solution

𝒓𝟖 = {𝐥𝐞𝐧𝐬$ , 𝐩𝐫𝐢𝐜𝐞"}

𝒓𝟗 = {𝐥𝐞𝐧𝐬" , 𝐩𝐫𝐢𝐜𝐞$}

𝒓𝟏𝟎 = {𝐩𝐫𝐢𝐜𝐞$}

𝒓𝟏𝟑 = {𝐪𝐮𝐚𝐥𝐢𝐭𝐲$}

𝒓𝟏𝟏 = {𝐪𝐮𝐚𝐥𝐢𝐭𝐲"}

𝒓𝟏𝟐 = {𝐥𝐞𝐧𝐬" , 𝐪𝐮𝐚𝐥𝐢𝐭𝐲"}

𝒓𝟏𝟒 = {𝐥𝐞𝐧𝐬$}

𝒓𝟏𝟓 = {𝐩𝐫𝐢𝐜𝐞$}

𝒓𝟏𝟔 = {𝐪𝐮𝐚𝐥𝐢𝐭𝐲" , 𝐩𝐫𝐢𝐜𝐞$}

𝒓𝟏𝟕 = {𝐪𝐮𝐚𝐥𝐢𝐭𝐲$ , 𝐩𝐫𝐢𝐜𝐞"}

ℛ/CompaReSetS solution

(a) CompaReSetS solution
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Figure 2: An example of selecting comparative review sets
across 3 items {𝑝1, 𝑝2, 𝑝3}

be 𝜏1 = 𝜋 (R1) =

(
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6
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)
, where the denomi-

nator 6 is the maximum occurrences of aspects. The target aspect

vector is Γ = 𝜙 (R1) =

(
6

6
, 4

6
, 4

6
, 0, 0

)
. With 𝜆 = 1, presuming a

selection of𝑚 ≤ 3 reviews describing 𝜏1 and Γ, the optimal set

of R1 is S1 = {𝑟5, 𝑟6, 𝑟7} as it has the identical opinion vector

𝜋 (S1) =
(

1

3
, 2

3
, 1

3
, 1

3
, 1

3
, 1

3
, 0, 0, 0, 0

)
≡ 𝜏1 and identical aspect vec-

tor 𝜙 (S1) =
(

3

3
, 2

3
, 2

3
, 0, 0

)
≡ Γ. Similarly, the optimal sets of R2

and R3 are S2 = {𝑟8, 𝑟9, 𝑟10} and S3 = {𝑟20, 𝑟21} respectively.

2.1.2 Synchronized Comparative Review Sets Selection. The
above formulation in Equation 1 relates the comparative items

through their respective commonality in aspects with the target

item. This could inadvertently results in a situation where differ-

ent comparative items cover different aspects of the target item.

To address this, we need to incorporate the direct commonality

between any pair of comparative items.

Problem 2. Synchronized Comparative Review Sets Se-

lection (CompaReSetS+). We are given a collection of 𝑛 items
P = {𝑝1, 𝑝2, . . . , 𝑝𝑛}, where 𝑝1 is regarded as the target item and
𝑝2 to 𝑝𝑛 as comparative items. Every item 𝑝𝑖 has a collection of
reviews R𝑖 , a target opinion vector 𝜏𝑖 . For a target aspect vector Γ
and an integer number𝑚, find S𝑖 ⊆ R𝑖 for every item 𝑝𝑖 such that
|S𝑖 | ≤ 𝑚 and

𝑛∑︁
𝑖=1

Δ(𝜏𝑖 , 𝜋 (S𝑖 )) + 𝜆2

𝑛∑︁
𝑖=1

Δ(Γ, 𝜙 (S𝑖 )) + 𝜇2

𝑛−1∑︁
𝑖=1

𝑛∑︁
𝑗=𝑖+1

Δ(𝜙 (S𝑖 ), 𝜙 (S𝑗 ))︸                            ︷︷                            ︸
distance among items

(5)

is minimized.

Where 𝜇 ≥ 0 coefficient controls the contribution of comparisons

among items towards the overall objective.

Figure 2b illustrates aCompaReSetS+ example across {𝑝1, 𝑝2, 𝑝3}.
Selecting 𝑚 ≤ 3 reviews, the optimal sets of R2 and R3 are

S2 = {𝑟15, 𝑟16, 𝑟17} and S2 = {𝑟20, 𝑟21} respectively, both con-

tain aspect quality, enabling comparison among the three items.
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Figure 3: Linear regression visualization on item 𝑝𝑖

These are different from those of CompaReSetS in Figure 2a

which do not have the aspect quality in common.

2.2 Algorithms
SolvingCompaReSetS andCompaReSetS+ optimally is intractable.

Our work generalizes the Characteristic Review Selection

(Crs), which has been shown to be NP-complete [15]. Crs can

be seen as a special case where the number of items is 1 and

𝜆 = 0. When there are two or more items, users seek information

to compare among these items for consideration. By virtue of

the reducibility of our more general formulation to this special

case, CompaReSetS is also NP-complete. For only one item, solv-

ing CompaReSetS+ is similar to solving CompaReSetS. Thus,

CompaReSetS+ is also NP-complete.

We design heuristic algorithms using Integer-Regression algo-

rithm as described in [15] to approximate the proposed formula-

tions CompaReSetS and CompaReSetS+. The core idea is to find

a logical vector indicating which review should be selected to ap-

proximate the value of the target vector in which the reviews are

presented as a weighted matrix of aspect and opinions, which will

be discussed later in this section. The Integer-Regression algo-

rithm [15] solvesCharacteristic Review Selection (Crs) prob-

lem for a single item by first solving the continuous version

of the optimization problem, which is a linear regression prob-

lem (see Figure 3a), then transforming the continuous solution

into the closest discrete one. This well-known strategy has been

shown to be effective for combinatorial optimization problems.

(CompaReSetS) Let 𝜔 be a |R𝑖 |-dimensional vector, each ele-

ment is 𝜔 𝑗 ∈ {0, 1}, where 𝜔 𝑗 = 1 indicates the review 𝑟 𝑗 ∈ R𝑖

being selected into the solution set S𝑖 . For an item 𝑝𝑖 , let 𝑊

be an (𝑚 + 𝑧) × |R𝑖 | matrix, in which each entry𝑊𝑖′ 𝑗 = 1 iff

opinion 𝑜𝑖′ appears in review 𝑟 𝑗 and𝑊(𝑚+𝑖′′ ) 𝑗 = 𝜆 iff aspect

𝑎𝑖′′ appears in review 𝑟 𝑗 . With the target vector be [𝜏𝑖 ; Γ], same

Integer-Regression algorithm could be applied with the running

time complexity of 𝑂 (𝑚3 + 𝑛 ×𝑚).

Working example 2. For a visual illustration, refer to Fig-

ure 3b. Specifically, taking R1 in Figure 2a as an example, the tar-

get vector is now [𝜏1; Γ] =
(

2

6
, 4

6
, 2

6
, 2

6
, 2

6
, 2

6
, 0, 0, 0, 0, 6

6
, 4

6
, 4

6
, 0, 0

)
.

Solving linear regression for𝑊 · x = [𝜏1, Γ] with 𝜆 = 1, we get a

general solution x =

(
1

3
− 𝑡, 1

3
− 𝑡, 1

3
− 𝑡, 1

3
− 𝑡, 𝑡, 𝑡, 𝑡

)
. For𝑚 = 3



Algorithm 1 Integer-Regression Algorithm solving CompaReSetS+

Input: S1, S2, . . . , S𝑛 , these sets are retrieved by solving CompaReSetS on 𝑝1, 𝑝2, . . . , 𝑝𝑛

1: for 𝑖 = 1...𝑛 do ⊲ Iterate through every item

2: 𝑚𝑖𝑛Δ = ∞
3: Υ = [𝜏𝑖 ; Γ;𝜙 (S1 ) ; . . . ;𝜙 (S𝑖−1 ) ;𝜙 (S𝑖+1 ) ; . . . ;𝜙 (S𝑛 ) ] ⊲ Begin Integer-Regression algorithm for item 𝑝𝑖

4: Constructing 𝑉 as a (𝑚 + 𝑛 × 𝑧 ) × |R𝑖 | matrix, each 𝑉𝑖′ 𝑗 = 1 iff opinion 𝑜𝑖′ appears in 𝑟 𝑗 , 𝑉(𝑚+𝑖′′ ) 𝑗 = 𝜆 and 𝑉(𝑚+𝑡×𝑧𝑖′′ ) 𝑗 = 𝜇 iff aspect 𝑎𝑖′′

appears in review 𝑟 𝑗 for 𝑡 ∈ {1, 2, . . . , 𝑛 − 1}
5: �̃� , {𝑐1, . . . , 𝑐𝑞 } = DeduplicateColumns(𝑉 ) ⊲ 𝑐𝑖 is the number of duplication columns corresponding to column 𝑖 of �̃�

6: for ℓ = 1...𝑚 do
7: x = NOMP(�̃� , Υ) ⊲ Find x such that Δ(�̃� , Υ) is small, 0 < ∥x∥1 ≤ ℓ . Refer to [15] for NOMP.

8: Find �̃� ∈ Z𝑞
that minimizes




 �̃�
∥�̃� ∥1

− x

∥x∥1





1

, s.t. ∀𝑖, �̃�𝑖 ≤ 𝑐𝑖 , ∥ �̃�𝑖 ∥1 ≤ 𝑚

9: Map �̃� back to 𝜈 using {𝑐1, . . . , 𝑐𝑞 } to form the selected reviews set 𝑆𝑖

10: if Δ(Υ, [𝜋 (𝑆𝑖 ) ;𝜙 (𝑆𝑖 ) ;𝜙 (𝑆1 ) ; . . . ;𝜙 (𝑆𝑖−1 ) ;𝜙 (𝑆𝑖+1 ) ; . . . ;𝜙 (𝑆𝑛 ) ] ) <𝑚𝑖𝑛Δ then
11: 𝑚𝑖𝑛Δ = Δ(Υ, [𝜋 (𝑆𝑖 ) ;𝜙 (𝑆𝑖 ) ;𝜙 (𝑆1 ) ; . . . ;𝜙 (𝑆𝑖−1 ) ;𝜙 (𝑆𝑖+1 ) ; . . . ;𝜙 (𝑆𝑛 ) ] )
12: S𝑖 = 𝑆𝑖

13: return S1, S2, . . . , S𝑛

we can set 𝑡 = 1

3
and achieve a solution x =

(
0, 0, 0, 0, 1

3
, 1

3
, 1

3

)
.

Transforming x into its discrete version, we get𝜔 = (0, 0, 0, 0, 1, 1, 1)
indicating an optimal set ofR1 isS1 = {𝑟5, 𝑟6, 𝑟7}. If we set𝑚 ≥ 4,

by setting 𝑡 = 0, we get x =

(
1

3
, 1

3
, 1

3
, 1

3
, 0, 0, 0

)
and we can get

another optimal set S1 = {𝑟1, 𝑟2, 𝑟3, 𝑟4} that also has identical

opinion vector and aspect vector as 𝜏𝑖 and Γ respectively.

(CompaReSetS+) After we achieve selected sets for each item

in the collection of items P = {𝑝1, 𝑝2, . . . , 𝑝𝑛} from CompaRe-

SetS, we can incorporate the distance among items for further

optimization, that eventually solves the CompaReSetS+ (Equa-

tion 5) problem simultaneously (see Algorithm 1). In particular,

we alternate the following process for each item 𝑝𝑖 , for 𝑖 = 1

to 𝑛. Let 𝑉 be a (𝑚 + 𝑛 × 𝑧) × |R𝑖 | matrix, in which each entry

𝑉𝑖 𝑗 = 1 iff opinion 𝑜𝑖 appears in review 𝑟 𝑗 ∈ R𝑖 , 𝑉(𝑚+𝑖′ ) 𝑗 = 𝜆

and 𝑉(𝑚+𝑡×𝑧+𝑖′ ) 𝑗 = 𝜇 iff aspect 𝑎𝑖′ appears in review 𝑟 𝑗 , for

𝑡 ∈ {1, 2, . . . , 𝑛 − 1}. And the target vector for optimization, de-

noted Υ, is the concatenation of 𝜏𝑖 , Γ, and all other aspect dis-

tribution vectors of the selected sets of reviews of other items

except item 𝑝𝑖 , i.e., 𝜙 (S1), . . . , 𝜙 (S𝑖−1), 𝜙 (S𝑖+1), . . . , 𝜙 (S𝑛). Fig-
ure 3c visualizes the construction matrix 𝑉 and target vector Υ.
We select a subset reviews for item 𝑝𝑖 , finding 𝜈 by minimiz-

ing Δ(Υ,𝑉𝜈), where 𝜈 is the indicator for which review to be

selected (similar to 𝜔). For CompaReSetS+, we perform this algo-

rithm for every item 𝑝𝑖 ∈ P. Which brings the total complexity

to 𝑂 ((𝑚3 +
�� ¯R
�� ×𝑚) × 𝑛), where

�� ¯R
��
is the average number of

reviews per item.

3 CORE LIST OF COMPARATIVE ITEMS
One insight that we draw is that the objective of CompaReSetS+

effectively captures the pairwise similarities between the com-

parative items as well as their respective similarity to the target

item. Intuitively, not all comparative items are equally similar.

In the event that the initial list of comparative items is long, we

may need to narrow it down to a shorter list to make it easier for

the end user to read their reviews. Specifically, we are interested

in a list of 𝑘 items that are most similar to each other including

the target item.

3.1 Problem Formulation
After solving CompaReSetS+ problem, the distance between two

items 𝑝𝑖 and𝑝 𝑗 is𝑑𝑖 𝑗 = Δ(𝜏𝑖 , 𝜋 (S𝑖 ))+Δ(𝜏 𝑗 , 𝜋 (S𝑗 ))+𝜆2Δ(Γ, 𝜙 (S𝑖 ))+
𝜆2Δ(Γ, 𝜙 (S𝑗 ))+𝜇2Δ(𝜙 (S𝑖 ), 𝜙 (S𝑗 )). Intuitively, the closer the dis-
tance between two items 𝑝𝑖 and 𝑝 𝑗 , the more similar they are.
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Figure 4: Finding the heaviest 3-subgraph example

We can construct a complete graph 𝐺 in which each item is a

vertex and every pair of items 𝑝𝑖 and 𝑝 𝑗 are connected by an

edge with a weight 𝑤𝑖 𝑗 = max𝑝𝑖′ ,𝑝 𝑗 ′ ∈P,𝑖′≠𝑗 ′ 𝑑𝑖′ 𝑗 ′ − 𝑑𝑖 𝑗 to turn

a notion of distance into similarity. To narrow down the long

list of items, we seek top-𝑘 items that are most similar to each

other including the target item. This is equivalent to finding the

heaviest clique in the graph 𝐺 consisting 𝑘 nodes including 𝑝1

(the target item). We formally define the problem of selecting the

core list of comparative items as follows:

Problem 3. Target-Oriented Heaviest k-Subgraph (Tar-

getHkS). Given a collection of items P = {𝑝1, 𝑝2, . . . , 𝑝𝑛}, each
item 𝑝𝑖 is corresponding to a vertex in graph 𝐺 , the edges are the
similarity between any two items (vertices) 𝑝𝑖 and 𝑝 𝑗 is𝑤𝑖 𝑗 , 𝑖 ≠ 𝑗 .
The target item is 𝑝1. Find a subgraph (subset of items) 𝜌 ⊆ P such
that |𝜌 | = 𝑘 , 𝑝1 ⊂ 𝜌 , and ∑︁

𝑝𝑖 ,𝑝 𝑗 ∈𝜌,𝑖≠𝑗
𝑤𝑖 𝑗 (6)

is maximized.

TheTargetHkS problem is related yet distinct to findingHeav-

iest 𝑘-Subgraph (HkS) [19] because we seek to find the heaviest

𝑘-subgraph that includes the target item. When we solve Tar-

getHkS with every vertex as the target item, we will eventually

find the optimal solution for the HkS problem. Figure 4 shows an

example of finding target-oriented heaviest 3-subgraph problem.

The three items including target item which have the heaviest

weight is {𝑝1, 𝑝4, 𝑝6} with a weight of 25.4 is the solution for

TargetHkS. Though the set {𝑝2, 𝑝5, 𝑝6} with the heaviest weight

of 26.5 is the solution for HkS problem, this solution is excluded

from TargetHkS as it does not include the target item 𝑝1.



3.2 Integer Linear Program
Here we express the optimal formulation of the TargetHkS prob-

lem via Integer Linear Programming (ILP), named TargetHkSILP.

Let 𝛾𝑖 be a binary indicator whether the node 𝑝𝑖 is a part of the

solution set 𝜌 . The weight of the edge connecting two items 𝑝𝑖
and 𝑝 𝑗 is𝑤𝑖 𝑗 . Equation 7a is the objective to maximize the total

weight (similarity) of the selected items, which is equivalent to

Equation 6. Constraints at Equation 7b and Equation 7c ensure

there will be exactly 𝑘 items would be selected and the target

item 𝑝1 would always be a part of the solution set 𝜌 .

max:

𝑛−1∑︁
𝑖=1

𝑛∑︁
𝑗=𝑖+1

𝛾𝑖𝛾 𝑗𝑤𝑖 𝑗 (7a)

s.t:

𝑛∑︁
𝑖=1

𝛾𝑖 = 𝑘 (7b)

𝛾1 = 1 (7c)

𝛾𝑖 ∈ {0, 1},∀𝑖 ∈ {2, 3, . . . , 𝑛} (7d)

Solving TargetHkSILP with 𝑘 ∈ {1, 2, 𝑛} is trivial. However, it
may be intractable for large problem sizes when 2 < 𝑘 < 𝑛.

Lemma 3.1. The TargetHkSILP is NP-hard.

Proof. The proof sketch is based on the reduction from vertex

cover (known to be NP-hard). Vertex cover finds the minimum

set of vertices in a graph, such that all the edges in the graph

are covered by at least one of the vertices in this set. We reduce

vertex cover to TargetHkS where 𝑤𝑖 𝑗 = 1,∀𝑖 ≠ 𝑗 . Given that

the constraints limit 𝛾𝑖 to either 0 or 1, any feasible solution to

the TargetHkS problem is a subset of vertices. If we solve the

problem for all 𝑘 ∈ {1, 2, . . . , 𝑛}, we arrive at a solution for vertex

cover with the minimum set of vertices. □

3.3 Greedy Algorithm
As the problem is NP-hard, we design a heuristic approach to

solve TargetHkS problem, named TargetHkS
Greedy

(see Al-

gorithm 2). In particular, we first include the target item in the

solution set. Then we select the next item 𝑝𝑖′ that maximizes∑
𝑝𝑖 ,𝑝 𝑗 ∈𝜌∪{𝑝𝑖′ },𝑖≠𝑗 𝑤𝑖, 𝑗 one-by-one until 𝑘 items being selected.

Beside being efficient, this algorithm also proves to be effective in

practice (see subsection 4.3). This algorithm iterates 𝑘 − 1 times

to select the remaining items excluding the target item. The run-

ning time to compute the total weight of the current possible

solution 𝜌 ∪ {𝑝𝑖′ } is𝑂 ( |P| × |𝜌 |). Thus, the total running time is

𝑂 ((𝑘 − 1) × |P| × |𝜌 |).

Algorithm 2 Greedy algorithm: TargetHkS
Greedy

Input: P,𝑤𝑖 𝑗 , 𝑘 ;

1: 𝜌 = {𝑝1}
2: for 𝑗 ′ = 2...𝑘 do
3: 𝑝𝑖′ = argmax𝑝𝑖′ ∈P

∑
𝑝𝑖 ,𝑝 𝑗 ∈𝜌∪{𝑝𝑖′ },𝑖≠𝑗 𝑤𝑖, 𝑗

4: 𝜌 = 𝜌 ∪ {𝑝𝑖′ }
5: P = P\{𝑝𝑖′ }
6: return S𝑖

4 EXPERIMENTS
As this is a novel formulation, the main goal is to test the hy-

pothesis that selecting reviews for multiple items jointly results

in a better selection than doing so separately for comparative

purposes.

Table 2: Data statistics

Dataset

Cellphone Toy Clothing

#Product 10,429 11,924 23,033

#Reviewer 27,879 19,412 39,387

#Review 194,439 167,597 278,653

#Target Product 9,207 11,004 21,128

Avg. #Comparison Product 25.57 34.33 12.03

Avg. #Review per Product 18.64 14.06 12.10

4.1 Setup
4.1.1 Datasets. We rely on the publicly available Amazon

Product Review Dataset
3
[7]. The comparison products are ex-

tracted from the product metadata in which each product con-

tains a list of “also bought” products for comparison. While quan-

titative experiments alone could be run on arbitrary number of

datasets, a proper user study (as we have conducted) would only

be meaningful if participants could understand the reviews and

make sense of the comparison. For this reason, we select three

product categories of diverse nature, and yet they can be appre-

ciated by regular users, including: Cell Phones and Accessories

(Cellphone), Toys and Games (Toy), Clothing (Clothing). Table 2

summarizes basic statistics of the datasets. That the average num-

ber of comparison items could be as high as 30+ for Toys dataset,

motivates why we seek to narrow down to a shorter list. We also

note that every target item corresponds to an independent in-

stance of the problem. Solving multiple target items can be done

in parallel. A larger dataset that involves more items does not

necessarily mean that the problem is more difficult to solve, as

we apply our solution to every problem instance, not the whole

dataset at once.

Sentiment data are acquired from [18] in which the authors use

a frequency-based approach that follows Gao et al. [5] to extract

aspects from reviews. In particular, using Microsoft Concepts
4

as aspects, the authors first retrieve top-2000 most frequently

mentioned in reviews, sort them by their correlations with the

ratings, and keep only top-500. Certainly, other approaches can

be applied to extract aspect sentiment from product reviews,

or other means of aspect (e.g. attributes, features, etc.) are also

applicable. In any case, we consider these as a given.

4.1.2 Baselines. To our best knowledge, this is the first work

on selecting comparative sets of reviews across multiple products.

The closest baseline to the multi-productCompaReSetS andCom-

paReSetS+ is the single-product Characteristic-Review Se-

lection (Crs) [15]
5
. We also compare to a heuristic which greed-

ily selects reviews one-by-one such that the selected review

minimizes the overall distance cost (i.e., Equation 3), named

CompaReSetS
Greedy

. We also compare to Random, randomly

samples review one-by-one until𝑚 reviews have been selected.

4.1.3 Metrics. We measure the alignment of the selected re-

views using ROUGE [21], a well-known metric for text matching

and text summarization, to assess how well the selected reviews

from one item be similar to another item. Since each item may

3
http://jmcauley.ucsd.edu/data/amazon/

4
https://concept.research.microsoft.com/

5
We use their best-performing algorithm as baseline. Though that was also based

on a form of integer regression, it was significantly different from our method due

to different objectives.

http://jmcauley.ucsd.edu/data/amazon/


Table 3: Comparison to Baselines: Review alignment measurement for comparative review sets selection

Dataset Algorithm

(a) Target Item vs Comparative Items (b) Among Items

𝑚 = 3 𝑚 = 5 𝑚 = 10 𝑚 = 3 𝑚 = 5 𝑚 = 10

R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Cellphone

Random 15.03 1.12 7.92 15.02 1.12 7.92 15.02 1.12 7.92 14.74 1.05 7.81 14.73 1.05 7.82 14.73 1.05 7.81

Crs 15.99 1.28 8.44 15.99 1.28 8.45 15.92 1.27 8.41 15.79 1.23 8.40 15.79 1.23 8.40 15.69 1.20 8.36

CompaReSetS
Greedy

15.07 1.12 8.05 15.08 1.12 8.03 15.06 1.12 7.98 15.07 1.12 8.05 15.08 1.12 8.03 15.06 1.12 7.98

CompaReSetS 16.28 1.36 8.52 15.99 1.28 8.45 16.22 1.35 8.47 15.86 1.23 8.50 15.86 1.23 8.49 15.79 1.22 8.44

CompaReSetS+ 16.31* 1.37* 8.72* 16.48* 1.40* 8.74* 16.43* 1.38* 8.67* 15.93* 1.24* 8.75* 16.09* 1.28* 8.73* 16.04* 1.26* 8.65*

Toy

Random 15.86 1.33 7.98 15.82 1.32 7.97 15.84 1.32 7.98 15.55 1.25 7.90 15.54 1.25 7.90 15.54 1.25 7.89

Crs 16.26 1.45 8.10 16.26 1.45 8.12 16.28 1.45 8.13 15.97 1.37 8.04 15.98 1.36 8.07 15.99 1.37 8.07

CompaReSetS
Greedy

15.92 1.34 8.13 15.89 1.33 8.06 15.87 1.33 8.01 15.92 1.34 8.13 15.89 1.33 8.06 15.87 1.33 8.01

CompaReSetS 16.58 1.52 8.28 16.59 1.52 8.28 16.57 1.52 8.25 16.07 1.37 8.25 16.07 1.37 8.25 16.06 1.37 8.22

CompaReSetS+ 16.67* 1.54* 8.43* 16.72* 1.55* 8.45* 16.71* 1.55* 8.39* 16.21* 1.39* 8.40* 16.26* 1.40* 8.41* 16.24* 1.40* 8.35*

Clothing

Random 15.56 1.17 8.46 15.53 1.17 8.45 15.54 1.17 8.46 15.32 1.13 8.37 15.32 1.13 8.38 15.32 1.13 8.38

Crs 16.37 1.31 8.83 16.37 1.31 8.83 16.33 1.32 8.80 16.18 1.26 8.78 16.17 1.27 8.77 16.13 1.27 8.74

CompaReSetS
Greedy

15.56 1.17 8.52 15.59 1.17 8.52 15.57 1.17 8.48 15.56 1.17 8.52 15.59 1.17 8.52 15.57 1.17 8.48

CompaReSetS 16.59 1.36* 8.82 16.58 1.36* 8.82 16.55 1.36* 8.79 16.12 1.25 8.74 16.12 1.26 8.74 16.10 1.25 8.71

CompaReSetS+ 16.67* 1.36* 8.90* 16.66* 1.36* 8.89* 16.62* 1.36* 8.85* 16.20* 1.25 8.82* 16.20* 1.25 8.81* 16.17* 1.26 8.77*

∗
denotes statistically significant improvements over the second best approach (𝑝-value < 0.05). Highest values are in bold.
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Figure 5: Review alignment measurement between target
item vs comparative items

have multiple reviews in the selected sets, we measure the simi-

larity between each pair of reviews (two reviews coming from

different items) and report the average score. Taken into account

word-level as well as phrase-level, we report F1-score of ROUGE-

1 or R-1 (unigrams), ROUGE-2 or R-2 (bigrams), and ROUGE-L

or R-L (longest common subsequence). ROUGE metrics range

between 0 and 1, with higher scores indicating higher similarity

between one review and another review.

4.1.4 Detail Settings. With the availability of data, we inves-

tigate our proposed CompaReSetS and CompaReSetS+ with a

setting where the target aspect distribution vector Γ = 𝜙 (R1)
reflects the target item aspect distribution and the target opinion

vector 𝜏𝑖 = 𝜋 (R𝑖 ) reflects the opinion distribution of item 𝑝𝑖 . The

maximum number of reviews to be selected are𝑚 ∈ {3, 5, 10}. We

tune 𝜆 in a candidate set of {0.01, 0.1, 1, 10, 100} forCompaReSetS,
which achieves the best performance on ROUGE-L score with

𝜆 = 1 (see Figure 5a). Thus, we set 𝜆 = 1 and tune the coefficient 𝜇
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Figure 6: ROUGE-L measure of selected sets of reviews of
CompaReSetS+ vs Random and Crs vs Random

of CompaReSetS+ in a candidate set of {0.01, 0.1, 1, 10, 100}. Com-
paReSetS+ achieves the best performance on ROUGE-L score

with 𝜇 = 0.1 (see Figure 5b). The results are consistent across

datasets. After review sets selection process, we perform select-

ing core list of comparative items problem by solving TargetHkS

problem. We set 𝑘 =𝑚 for simplicity, the number items 𝑘 is the

same as the maximum number of reviews𝑚.

4.2 Comparative Review Sets Selection
4.2.1 Review Alignment Between Target Item and Comparative

Items. Here we assess how well the selected sets of reviews of the

comparison items align to those of the target item. As reported in

Table 3a, CompaReSetS+ algorithm achieve best performance in

all ROUGEmeasures across all datasets. Moreover,CompaReSetS

does enhance the alignment of the selected review sets between

the target item and comparison items, which also the second best

performing algorithm. CompaReSetS achieves lower ROUGE



Table 4: Review alignment (ROUGE-L) between target item
and comparative items across opinion definitions

Algorithm

Opinion definition

binary (default) 3-polarity unary-scale

Crs 8.44 8.43 7.59

CompaReSetS
Greedy

8.05 8.05 8.16

CompaReSetS 8.52 8.52 8.52

CompaReSetS+ 8.72 8.72 8.25

scores than CompaReSetS+ in most cases, highlighting that se-

lecting comparative sets of reviews synchronously is better for

comparison than doing so separately. The reviews selected by

CompaReSetS
Greedy

are more aligned than those of the Random

baseline. Nevertheless, this approach achieves lower review align-

ment measurement than Crs, showing the advantage of using

Integer-Regression algorithm over a simple greedy algorithm in

review selection problem.

We intuit that products may vary in terms of problem difficulty.

If a product has few reviews, different selection methods may

not yield significantly different results. On the other hand, if a

product has many reviews, the combinatorial explosion yields nu-

merous subsets of reviews, making the task more challenging and

introducing greater variability among methods. To test this, in

Figure 6a, we plot the performance gap between CompaReSetS+

and Random (the orange lines) for items with different number of

reviews in which the performance gap is the different of ROUGE-

L measure of the solution sets generated by CompaReSetS+ and

Random. Evidently, the higher the number of reviews, the larger

the performance gap. Similar trend is observed for Crs (blue line),

with lower performance than our proposed CompaReSetS+.

4.2.2 Review Alignment Among Comparative Items. Our pro-
posed CompaReSetS+ problem focuses on selecting compara-

tive sets of reviews. Ideally, the selected sets of reviews, when

comparing one item to other items, are “well-aligned” for better

comparisons. Table 3b shows that the proposed CompaReSetS+

consistently outperforms the Crs baseline significantly across

all the datasets in terms of ROUGE-L. This suggests that our

proposed algorithm works as expected. We also observe a similar

trend as mentioned earlier when we compare to only the tar-

get product, the performance gaps between CompaReSetS+ and

Random when measuring the review alignment among products

are also larger for products with higher number of reviews when

measuring against Random (see Figure 6b).

4.2.3 Generalization Beyond Positive and Negative Opinions.
Although we formulate the opinion vector using a binary scale of

sentiments in section 2 (similar to [15]), the proposed method can

be applied with a broader range sentiments in general. In addition

to binary opinions, here we further discuss two other definitions:

3-polarity: besides positive and negative sentiment, there

will be an additional neutral sentiment, 𝜋 (S𝑖 ) ∈ R3𝑧
+ .

Unary-scale: each aspect will be associated with a score

that reflect the sentiment polarity, 𝜋 (S𝑖 ) ∈ R𝑧
+ . We use

a Sigmoid function
1

1+𝑒−𝑠 to transform the aggregated

sentiment (i.e., sum) into [0, 1] scale, where 𝑠 is the total
sentiment of the given aspect.

Table 4 shows that the proposed CompaReSetS and CompaRe-

SetS+ perform best overall. ROUGE-Lmeasures ofCrs are higher

for binary and 3-polarity. For unary-scale, Crs underperforms

the Random baseline (ROUGE-L is 7.92) while CompaReSetS and
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Figure 7: Average runtime with different number of com-
parative items on Cellphone data

Table 5: Performance ratios over TargetHkSILP (%)

Dataset 𝑘 #Optimal Solution

Objective Value Ratio

TargetHkS
Greedy

Random

Cellphone

3 100.00 -0.00005 -21.97

5 99.59 -0.00008 -22.14

10 80.85 -0.00002 -18.96

Toy

3 100.00 -0.00009 -19.39

5 99.00 -0.00015 -21.04

10 66.78 0.00147 -20.14

Clothing

3 100.00 -0.00013 -24.59

5 99.98 -0.00013 -23.28

10 98.45 -0.00004 -18.00

CompaReSetS+ are better generally. In the consequence experi-

ments, we will only focus on positive and negative opinions.
Besides the above mentioned definition of opinion vector, we

can also use other alternatives, such as learned aspect-level pref-

erence vectors from another model (e.g., such as EFM [42] or

MTER [34]) of a reviewer on a given item, where multiple re-

views can be aggregated (e.g., average, max, MLP, etc.). Without

loss of generality, we leave this for future exploration.

4.2.4 Runtime with Different Number of Items. Figure 7 illus-
trates the runtime (seconds) of different algorithms on Cellphone

data. Similar to Crs, CompaReSetS is quite efficient with integer

regression algorithm, which solves every problem instances in

around 1 second. CompaReSetS+ is expected to be slower as

it repeatedly runs integer regression algorithm for every items

(time complexity is linear to the number of items). For CompaRe-

SetS+, running time when𝑚 = 5 is roughly similar to that of

𝑚 = 3. When𝑚 = 10, the running time is faster, indicating that

increasing the number of reviews to be selected does not neces-

sary make the problem more difficult to be solved. Similar trends

are observed across datasets.

4.3 Core List of Comparative Items
As a secondary objective, after retrieving the sets of reviews from

CompaReSetS+, we further narrow down the list of comparative

products to ease the cognitive load on consumers. This section

assesses the effectiveness of the TargetHkS approximation.

4.3.1 Optimal vs Approximation. For the optimalTargetHkSILP,

when limiting the running time to be 60 seconds, the Gurobi
6

solver could still solve optimally for virtually all problem in-

stances when 𝑘 ∈ {3, 5}. For the larger 𝑘 = 10, the percentages

vary from two-thirds to close to full across datasets (see Table 5),

6
https://www.gurobi.com/

https://www.gurobi.com/


Table 6: Review alignment measurement for core list of comparative items

Dataset Algorithm

(a) Target Item vs Comparative Items (b) Among Items

𝑘 =𝑚 = 3 𝑘 =𝑚 = 5 𝑘 =𝑚 = 10 𝑘 =𝑚 = 3 𝑘 =𝑚 = 5 𝑘 =𝑚 = 10

R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Cellphone

Random 16.34 1.39 8.74 16.49 1.39 8.74 16.42 1.39 8.67 16.20 1.33 8.75 16.20 1.30 8.72 16.06 1.27 8.65

Top-𝑘 similarity 16.71 1.50 8.94 16.76 1.48 8.91 16.61 1.43 8.78 16.71 1.46 9.09 16.58 1.41 9.00 16.34 1.34 8.84
TargetHkS

Greedy
16.91 1.54 8.91 16.88 1.50 8.93 16.65 1.44 8.79 16.95 1.53 9.02 16.77 1.45 9.03 16.38 1.35 8.84

TargetHkSILP 16.93 1.54 8.93 16.89 1.50 8.93 16.64 1.44 8.78 16.96 1.53 9.04 16.78 1.45 9.03 16.38 1.35 8.84

Toy

Random 16.72 1.56 8.46 16.72 1.56 8.46 16.70 1.54 8.38 16.53 1.49 8.44 16.41 1.45 8.44 16.28 1.41 8.35

Top-𝑘 similarity 16.93 1.64 8.63 16.90 1.60 8.59 16.83 1.57 8.47 16.87 1.61 8.73 16.75 1.54 8.73 16.55 1.46 8.57

TargetHkS
Greedy

17.11 1.67 8.67 16.96 1.62 8.61 16.84 1.57 8.48 17.12 1.67 8.78 16.91 1.60 8.76 16.61 1.48 8.59

TargetHkSILP 17.14 1.71 8.70 17.00 1.64 8.63 16.85 1.58 8.48 17.16 1.70 8.80 16.95 1.61 8.79 16.62 1.49 8.60

Clothing

Random 16.67 1.37 8.90 16.69 1.37 8.90 16.62 1.36 8.84 16.46 1.31 8.87 16.32 1.28 8.84 16.19 1.26 8.77

Top-𝑘 similarity 16.81 1.41 8.99 16.74 1.38 8.95 16.65 1.36 8.87 16.64 1.36 9.00 16.43 1.30 8.95 16.24 1.27 8.84

TargetHkS
Greedy

16.91 1.41 9.02 16.78 1.38 8.95 16.66 1.37 8.87 16.79 1.38 9.04 16.53 1.32 8.98 16.27 1.27 8.85
TargetHkSILP 16.94 1.42 9.03 16.80 1.39 8.96 16.66 1.37 8.87 16.82 1.38 9.06 16.55 1.32 8.99 16.27 1.27 8.85

Highest values are in bold.

which is in line to the average number of comparison products

reported in Table 2. In other words, the higher number of compar-

ison products, the more difficult problem is to solve. We are then

interested in seeing how well the approximation could approach

the optimal. Table 5 also reports the ratios of the difference be-

tween the objective values achieved by approximation algorithms

(Ωapproximation) and the optimal TargetHkSILP (Ω
TargetHkS

ILP

),

Objective Value Ratio =
Ωapproximation − Ω

TargetHkS
ILP

Ω
TargetHkS

ILP

(8)

Where Ω
algorithm

=
∑

𝜌

∑
𝑝𝑖 ,𝑝 𝑗 ∈𝜌,𝑖< 𝑗 𝑤𝑖 𝑗 is the total weight of all

edges (total similarity) across all solutions, which 𝜌 is the solution

of a given algorithm (i.e., TargetHkSILP, TargetHkSGreedy
, or

Random) on a problem instance. Overall, the heuristic approach

TargetHkS
Greedy

objective values are almost similar to those

of TargetHkSILP. Comparing that to Random, selecting 𝑘 − 1

products randomly as the target product 𝑝1 is always belong

to the solution set, the Random approach performs poorly with

a big gap, with objective value reduction ratio > 20% overall.

TargetHkS
Greedy

can sometimes be better than TargetHkSILP

(solving by Gurobi solver within 60 seconds) in the more difficult

problem instances (e.g, when 𝑘 = 10 on Toy data).

4.3.2 Review Alignment. To further assess the effectiveness

of the proposed TargetHkS approximation, we re-evaluate the

similarity among selected items using ROUGE measure on their

selected reviews. For parity, the same sets of selected reviews

are from CompaReSetS+ algorithm. Table 6a shows the simi-

larity of reviews between the target item and the comparative

items. Table 6b illustrates the similarity among all items. Over-

all, the reviews of items selected by both TargetHkSILP and

TargetHkS
Greedy

are more similar than those of Random ap-

proach. And TargetHkS
Greedy

’s performance approaches those

of TargetHkSILP. We further add Top-𝑘 similarity baseline, se-

lecting top-𝑘 highest similar items to the target item. Our pro-

posed TargetHkS still performs best in most cases. Except with

high value 𝑘 = 10, Top-𝑘 similarity’s performance approaches

those of TargetHkS.

4.4 Case Studies
To gain a better intuition on the proposed approach, we present

several illustrative case studies on several product categories.

I love this charger. It 
works awesome for my 
iphone4s and it charges 
the phone pretty quickly. 
Great product for the 
price.

I needed this charger for 
my car, it works well for 
me. It charges my phone 
quickly. I recommend this

I used this charger for a 
while and then it stopped 
working, I had to be 
moving it around for it to 
work. #THESTRUGGLE. 
not worth it :(

This item: Skiva PowerFlow 2.1Amp 
/ 10Watt (Fast) Car Charger (Now 
with Improved Cable) for new iPad, 
iPhone 4S 4 3GS, iPad 2, iPad 3, 
iPhone, iPad, & iPod

A nice 2.1 Amp charger for the car 
that doesn't cost $30. Got this as a 
Christmas present for my dad to use 
with his iPhone, and no issues thus 
far.

This wasn't the fastest charger but 
definitely worked for about a month. 
The cord must be cheaply made 
however as it stopped working after a 
month. I kept the car charge plug in 
piece but haven't had the chance to 
test it with a new cord.

This is the best charger I have ever 
had. It charges quickly and faster 
than my Kingston rapid charger. 
Really happy with this and purchased 
an additional one for my wife.

Belkin Car Charger with 
Lightning Cable Connector 
to USB Cable for iPhone 5 
/ 5S / 5c, iPad (4th Gen), 
iPad mini, iPod touch (5th 
Gen), and iPod nano (7th 
Gen) (2.1 AMP / 10 Watt)

This is exactly what I 
expected! I needed a 
charger for my iPhone and 
this is the one apple 
recommended. Works great

I needed a car charger and 
this one works well. I keep 
it in the car in case my 
phone needs charging.

Seems like the original 
product, not a copy. 
Bought from Amazon. 
Arrived quickly. Just as 
described. I'm very 
satisfied with the cable and 
the USB charger. Thanks.

Cbus Wireless Vehicle 
Car Charger for Apple 
iPad / iPad 2 / iPad 3 / 
iPhone 4S / iPhone 4 / 
iPhone 3G / iPhone 3Gs / 
iPod Touch 4 / 4G / 4th / 
3rd / 2nd Gen.

Compare to similar items

Figure 8: Selected sets of reviews of a Cellphone instance

Figure 8 shows a case study of car chargers. These three prod-

ucts are the top-3 most similar items selected by TargetHkSILP

from a list of total 10 also bought products. Each and every prod-

uct has 3 reviews. All of the reviews of the three products discuss

about a common aspect charger. The selected set of reviews for

each product cover diverse sentiments on various aspects that

also appear in the other two products. One aspect they touch on

is the use of the charger for iPhone (mentioned in the selected

reviews for all products). Another aspect is its in-car use (also

universally mentioned). The second review of the first product

and the third review of the third product discuss durability. The

third review of the first product and the first review of the third

product discuss how quickly it charges. This shows how synchro-

nizing the review selection across comparative products help to

feature reviews that allow better comparisons.



These puzzles are the absolute 
best! The colorful, easy 
interlocking pieces, the rhyme 
and sense of them, the 
durability and quality coating, 
the design...I cannot say 
enough. It is amusing as you 
develop each character's face in 
the puzzle...someone you know 
looks like that! The businesses 
and marquees are familiar and 
truly representative of Times 
Square. Ravensburger is the 
superior name in puzzles. It is a 
joyful experience working this 
puzzle!

I was drawn to how fun the 
image of this puzzle was, and it 
looks just as brilliant on the 
puzzle pieces themselves. 
Ravensburger puzzle pieces are 
cut expertly so the pieces hang 
together well. I look forward to 
completing this puzzle which 
already is bringing me so much 
joy.

My son and I spend a lot of 
time putting puzzles together, 
and we are always up for a 
challenge. The quality of the 
puzzle was good: the card 
board is durable and the 
corners do not easily end up 
when holding a piece too long 
between your fingers. James 
Rizzi's painting provides 
various designs to work with, 
which makes it fun and easy to 
assemble. This is a puzzle like 
any other, and if you enjoy 
putting one together, I strongly 
recommend this one. This 
puzzle would also make a great 
gift for any puzzle lover!

This item: Paris, 1000-Pieces 
Augmented Reality Puzzle

A big fan of Ravensburger puzzles 
and games, I could not believe that 
when it arrived so much was blocked 
out on the box cover. There are some 
puzzle lovers who actually are 
brilliant enough to put entire puzzles 
together, no picture, sight unseen. I 
am not one of them! The puzzle is 
difficult to say the least and I am not 
experiencing the sense of 
accomplishment I usually enjoy. It 
would behoove this remarkable 
company to listen to its puzzle 
solvers. The Augmented Reality is 
okay, but not something I would seek 
out in future selections.

We love puzzles, and I love 
augmented reality toys. We put this 
together over the course of 3 
evenings and then I let my youngest 
use the iPhone app to “scan” the 
picture and then we could explore the 
city via the free puzzle app. There is 
video, audio, facts about the city. It's 
a lot of fun for the family frankly. 
And the puzzle is very well made as 
well! Who knew you could have fun 
with your iPhone and a puzzle at the 
same time.

I was going to Paris, so I thought 
“Cool!” I'll invite all my friends over 
who have been to Paris and we'll 
have a nice evening putting this 
lovely puzzle together and talking 
about the Paris skyline. Wrong! They 
were almost not speaking to me when 
they left! I had gotten the card table 
out, turned the pieces over, and with 
trepidation realized that this was not 
going to be one of those nice puzzles 
where one person can do the yellow 
house, one person can do the green 
house, and the other can put together 
the road. But I thought, using all our 
skills and energy, we could have put 
SOME of it together. This was how 
impossible the puzzle was: I could 
only put together the sky! Thanks a 
bunch, Ravensburger. I like to relax 
when I do puzzles.

Evening in Rome 1000 Piece 
Starline Glow-in-The-Dark 
Puzzle

Ravensburger puzzles are 
excellent quality. I have a 
fairly large collection of 
them now and while I was 
hesitant about the “glow 
factor” I went ahead and 
ordered it. The finished 
puzzle is much more 
attractive than the cover 
picture would lead you to 
believe. As for the glow in 
the dark feature, it is more of 
a glimmer, which was fine as 
that aspect was of no interest 
to me. A very nice puzzle to 
add to your collection.

This is a great puzzle and a 
lot of fun to put together. I 
enjoyed the glow-in-the-dark 
aspect, although honestly I 
didn't see the puzzle in the 
dark except to purposely see 
it with all the lights out. The 
pieces are well cut and go 
together easily. This is a 
quality puzzle and I'd 
definitely buy another 
Ravensburger puzzle.

Disclaimer: I am reviewing a 
copy that I received for free 
through the Vine program. 
Well our autistic daughter 
seems to like this puzzle, 
and has completed it twice 
now. I think it took her a few 
days each time, less than a 
week. The picture (Evening 
in Rome, lots of lights 
reflecting on the water etc.) 
is interesting. The puzzle 
pretty sturdy and durable, 
looks like the pieces won't 
get messed up as easily as 
with some other jigsaw 
puzzles. And it looks pretty 
difficult to me, but she 
enjoys it.

James Rizzi: Times Square 
1000 Piece Puzzle

Compare to similar items

Figure 9: Selected sets of reviews of a Toy instance

Figure 9 shows a case study of three 1000-Piece Puzzle products

of Ravensburger Puzzles brand. These top-3 most similar items

are selected from a list of total 18 products by TargetHkSILP. The

selected sets of reviews cover numerous aspects that are relevant

for comparison. One of them is the puzzle itself (discussed in

every review). The second review of the first product, all the

reviews of the second product, and all the reviews of the third

product discuss quality. While the first product has an additional

augmented reality feature and the second product can glow in the

dark, the third product is just another conventional puzzle. This

further shows how synchronizing the review selection across

comparative products help to feature reviews that allow better

comparison.

Figure 10 shows a case study of Sandal products. These prod-

ucts are top-3 most similar items selected from a list of 7 products

by TargetHkSILP. The selected sets of reviews discussed various

aspects that are related. Size, fit, and color are being discussed

in all items. While the first and the third product are fit true to

size, the second sizing is a bit smaller. The second review of the

These are so cute--fit really 
well, and they have a little 
design in the plastic bands 
that make them different 
than the regular Crocs. I 
only wish they would make 
them in other colors! Very 
comfortable--wore them to 
the pool as well as out and 
about.

These shoes were an 
incredible buy. They look 
much better on than the 
photos would suggest and I 
got lots of compliments. No 
one believed they were 
Crocs!

Runs a Little Large Due to 
Stretch in Straps on Top so I 
returned first pair I ordered 
and quickly received the 
smaller size within a week. 
Very cute shoes!

This item: Skechers 
Women's Rumblers Tangled 
Wedge Sandal

I love sketcher shoes. These 
are just as great. They are 
comfortable, easily 
washable, and look great 
with a skirt, pants, and 
capris. I got the white, but I 
will probably order them in 
black as well. The size was 
exactly right.

Love these shoes so much I 
had to order them in a 
different color. Super 
comfortable with an easy 
heel height that you can 
wear all day long. I highly 
recommend the Skecher 
Rumbler Wedge Sandal!!

I love these shoes! They are 
very comfortable and fit 
true to size. The soles seem 
to have a bit of a cushion so 
they are comfortable to 
wear all day.

Crocs Women's A-Leigh Mini 
Wedge Sandal

the heel height on these shoes is perfect for 
wandering around town in sandals. 
however, I wear an 8 1/2, and unlike most 
croc shoes, these run a bit small. I bought 
an 8, and they do definitely fit like an 8. 
slightly small for me, and slightly large for 
a friend who wanted a 7 1/2. great 
nontraditional croc shoe [aka not ugly] and 
very comfortable foot bed

I found these to be very comfortable but 
run a little large. I wear a size 9.5-10 and 
the size 10 were too big. I returned them 
for a size 9 and they are perfect.

Be aware, these fit much narrower than 
regular crocs, but the style is obviously 
different. They fit reasonably close to 
expected sizing. The highest arch strap has 
elastic at the joining to the sole to help with 
the fit and keep them snug. The upper sole 
and bottom are rubber, seemingly the same 
type as the regular crocs style, with cork in 
between. These are super lightweight, 
which I enjoy. Good shoes overall.

Crocs Women's 
Molalla II Sandal

Compare to similar items

Figure 10: Selected sets of reviews of a Clothing instance

first product and the first review of the second product empha-

size that these shoes are comfortable to walk on all day. This

further shows how synchronizing the review selection across

comparative products help to feature reviews that allow better

comparison.

4.5 User Study
In this section, we conduct a qualitative study on the efficacy of

the selected sets of reviews from human perspective. First, we se-

lect 3 different products from each category to get 9 examples in

total. Each example consists of one target product and two other

products which are most relevant selected by TargetHkSILP on

reviews selected by CompaReSetS+. Then we design 3 indepen-

dent surveys, each containing 9 examples of different review

selection algorithms (including CompaReSetS+, Crs, and Ran-

dom algorithms) and presented blindly in random ordered (the

participants do not knowwhich sets of reviews selected by which

algorithm). For parity, we only present examples which have ex-

actly 3 selected reviews from CompaReSetS+, Crs, and Random

algorithms. Involving 15 participants who are not the authors,

each example is assessed by 5 participants. For each example, we

ask the following three questions:

Q1: How similar are the reviews among products (i.e., dis-

cussing same aspects)?

Q2: Do reviews help you know more about the recommended

products?

Q3: Do reviews help you in comparison among products?

The three questions serve different purposes. The first question

looks into similar aspects among reviews selected from different

algorithms. The second looks into the appropriate of the selected

reviews with the product. The third question looks into the com-

parative information given by the selected sets of reviews for

comparing the products. Each participant answers each question

by choosing from five-point Likert scale, from 1 (strongly dis-

agree/strongly dissimilar) to 5 (strongly agree/strongly similar).



Table 7: Result analysis of user study

Algorithm Q1 Q2 Q3 Krippendorff’s 𝛼†

Random 3.47 3.78 3.38 −0.039
Crs 3.69 4.07 3.64 0.050

CompaReSetS+ 3.73 4.18 3.71 0.299
†
Higher value means higher agreement. Highest values are in bold.

The overall result of the surveys is reported in Table 7. The

evaluation scores of CompaReSetS+ are consistently the high-

est among comparison algorithms, indicating that our proposed

CompaReSetS+ selects higher quality sets of reviews (reviews

that are more similar among products, more informative, and

better for comparison purpose). Given the abundance of reviews

for each product, the average scores are > 3, which indicate

the reviews are providing useful information for the appropriate

products. The shortlist of products are quite similar as they are

produced by the same TargetHkSILP algorithm. This explains

the small gap of question 1 scores between Crs and CompaRe-

SetS+ as the products may have many of aspects in common

so that Crs easily achieves high evaluation but still lower than

CompaReSetS+. The higher scores on question 2 may indicate

that most reviews from all algorithms are informative to pro-

vide user with additional information to know more about the

recommended product. For question 3, there is an improvement

in comparative information in reviews selected by CompaRe-

SetS+. Being aware that the number of samples of this user

study is small and is insufficient for performing statistical test,

we measure the Krippendorff’s Alpha-Reliability coefficient [14]

to assess the agreement among annotators. The reviews selected

by CompaReSetS+ achieve higher 𝛼 = 0.299, indicating some

level of reliability, compared to that of Crs, 𝛼 is 0.05. Random

approach has the lowest 𝛼 = −0.039, which is negative, showing

some disagreements among annotators.

4.6 Discussion
4.6.1 Information Loss When Selecting Subsets of Reviews.

Presenting a subset of reviews to the end user helps reduce in-

formation overload (less redundant and more focus). However, it

may also omit some aspects that have never been discussed in the

selected set of reviews due to the large number of reviews, which

potentially beyond thousands, and this phenomenon is inevitable.

Figure 11 shows a clear trend that the amount of information

loss reduces when increasing the number of maximum reviews

to be selected𝑚. Figure 11a illustrates the amount of information

loss of the selected set of reviews for an item 𝑖 via Δ(𝜏𝑖 , 𝜋 (S𝑖 )).
In ideal cases, the values approach 0, meaning the selected set

represents the whole set of reviews without loss of information.

Figure 11b displays cosine similarity between 𝜏𝑖 and 𝜋 (S𝑖 ),

cos(𝜏𝑖 , 𝜋 (S𝑖 )) =
𝜏𝑖 · 𝜋 (S𝑖 )

| |𝜏𝑖 | | · | |𝜋 (S𝑖 ) | |
(9)

when values approaching 1 mean 𝜏𝑖 and 𝜋 (S𝑖 ) are very similar.

Another note is that the amount of information loss is larger

when evaluating all items (including target item and comparative

items), because the selected reviews of comparative items are

skewed towards the target item for comparison with the target

item, which is expected. This observation is consistent across

datasets. This trend shows an inherent trade off. Increasing𝑚

reduces the amount of information loss, but it can overwhelm
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Figure 11: Information loss measurement for CompaRe-

SetS+ on Cellphone data

the end user with too many reviews to read. Although this can be

further addressed using text summarization methods, we leave it

for future exploration as it is beyond the scope of this work.

4.6.2 Relation to Large Language Models (LLMs). We can now

easily interact with a pretrained LLM (e.g., ChatGPT
7
). One can

ask LLM to compare two piece of texts whether they are com-

parable (similar to entity matching). However, if we tackle our

comparative sets of reviews selection problem by this approach,

it may explode by the number of choices given the large number

of reviews and items. Taking Cellphone data as an example, on

average we have more than 18 comparative items and each item

has more than 25 reviews, the average number of comparisons

that we need to perform is larger than 25
18
. The number of com-

parisons is even larger when we combine a subset of reviews

for each item, e.g., there are

(
25

3

)
= 2,300 ways to select a sub-

set of 3 reviews from a set of 25 reviews that requires 2,300
18

comparisons for 18 items.

LLMs are very strong in producing generative text and are

known to hallucinate. To illustrate this phenomenon, we ask Chat-

GPT, a chat bot from OpenAI that utilizes Generative Pretrained

Transformer (i.e., GPT-3.5), in selecting comparative items and

reviews for comparison purposes, given the prompt below:

Select three comparable items, including the
target item “<Target item’s title>” as the
first item. Provide 3 reviews for each item for
comparison.

Figure 12 illustrates an example
8
of the given prompt com-

mand with “Paris, 1000-pieces augmented reality puzzle” item.

Although they are real items and can be easily found on Google

search andChatGPT generate reviews that reads naturally, we can

spot out the misinformation in the reviews, e.g., the third review

of the third item “London landmarks, 1000-piece jigsaw puzzle”

does not have augmented reality feature. We can also see that

most of the reviews complement the products and discuss general

features. In addition, it is difficult to check the authenticity of the

reviews
9
. Moreover, it good to note that LLMs may return differ-

ent results depending on given inputs. This motivates the search

for better prompts to enable LLMs to respond more accurately,

which poses another research direction to explore in the future.

7
https://chat.openai.com/

8
More examples can be found at https://chat.openai.com/share/

4f729769-7855-4442-be70-cbc41d711116

9
We searched on Google and found NONE of the generated reviews from real users

https://chat.openai.com/
https://chat.openai.com/share/4f729769-7855-4442-be70-cbc41d711116
https://chat.openai.com/share/4f729769-7855-4442-be70-cbc41d711116


Prompt: Select three comparable items, including the target item "Paris, 1000-pieces augmented reality puzzle" as the 
first item. Provide 3 reviews for each item for comparison.

ChatGPT: Sure, here are three comparable items along with three reviews for each:
1.Paris, 1000-pieces Augmented Reality Puzzle:

1. Review 1: "This puzzle was an absolute delight to work on! The combination of traditional puzzle-solving with 
augmented reality made the experience so immersive. Seeing Paris landmarks come to life through my phone 
was truly magical."

2. Review 2: "As a puzzle enthusiast, I've tried many puzzles, but this one stands out. The quality of the pieces is 
excellent, and the augmented reality feature adds a whole new dimension to the puzzle-solving experience. 
Highly recommended for anyone who loves puzzles and technology!"

3. Review 3: "I bought this puzzle as a gift for my friend who loves Paris, and she absolutely adored it. The 
augmented reality aspect was a unique touch that added excitement and intrigue to the puzzle-solving process. 
It's a must-have for puzzle lovers and Paris enthusiasts alike."

2.New York City, 1000-piece Jigsaw Puzzle:
1. Review 1: "This New York City puzzle was challenging yet rewarding to complete. The pieces fit together 

perfectly, and the image of the iconic skyline is stunning. It provided hours of entertainment for the whole 
family."

2. Review 2: "I'm a big fan of cityscape puzzles, and this one did not disappoint. The quality of the puzzle pieces is 
top-notch, and the vibrant colors really bring the New York City skyline to life. Highly recommend it for puzzle 
enthusiasts!"

3. Review 3: "I bought this puzzle as a souvenir from my trip to New York, and it was a great way to reminisce about 
my time there. The puzzle pieces are sturdy, and the finished product looks fantastic. I'll definitely be framing it!"

3.London Landmarks, 1000-piece Jigsaw Puzzle:
1. Review 1: "I thoroughly enjoyed working on this London landmarks puzzle. The image captures the essence of 

the city beautifully, and the puzzle pieces are of excellent quality. It was both challenging and fun to complete."
2. Review 2: "This puzzle featuring London landmarks is a must-have for any puzzle enthusiast or fan of the city. The 

level of detail is impressive, and the pieces fit together seamlessly. I especially loved seeing iconic landmarks like 
Big Ben and the Tower Bridge come together."

3. Review 3: "I received this puzzle as a gift, and it quickly became one of my favorites. The image of London 
landmarks is captivating, and the puzzle pieces are sturdy and well-made. The augmented reality feature adds an 
extra layer of excitement to the puzzle-solving experience."

Figure 12: Selected items and sets of reviews by ChatGPT

5 RELATEDWORK
5.1 Review Mining
Previous works have primarily focused on selecting a subset of re-

views from a large collection of a single product, distinguished by

their respective objectives. Lappas and Gunopulos [16] proposed

to select a subset of comprehensive reviews that represent all as-
pects. Tsaparas et al. [29] expands this to cover both positive and

negative opinions, to select a subset of reviews that collectively

provide both the negative and positive opinions on each aspect.

Lappas et al. [15] optimizes for opinion distribution, providing

a subset of characteristic reviews that statistically capture the

overall proportion of opinions of an item. In addition, Chen et al.

[2], Xu et al. [36], Yu et al. [39] concern the notion of review

quality. Tu et al. [31] selects personalized set of reviews which

includes reviews related to the aspects important to the user.

Aside from review selection, other researchers focus on devel-

oping review summarizationmethods [8, 12, 27, 28, 40, 46], which

aim to create a summary of a review corpus that is both compact

and representative of the opinions it contains. However, this ap-

proach often omits the structure of reviews written by real users.

Others attempt to address the problem by review ranking meth-

ods [6, 11, 22–24, 30, 44], which score every review to reflect their

quality. However, this approach overlooks the complementarity

among different reviews. In turn, helpful review prediction. Huang

et al. [9] selects helpful reviews that meet user’s aspect sentiment.

Besides, Zhu et al. [45] selects informative tokens to produce tips

from customer reviews. These lines of research are orthogonal

from our proposed formulation in terms of selecting a subsets of

reviews. Considering them as baselines is beyond the scope of

this work and we leave this for future exploration.

5.2 Comparison Mining
Our work is also related to comparison mining. Works related

to comparisons include deciding whether one product is better

than another [20, 43] or identifying substitute vs. complemen-

tary products [26, 41]. McAuley et al. [26] relies on reviews and

networks of co-browsed and co-purchased products. Zhang et al.

[41] mines product relationships using a neural network based

framework that integrates the textual content and non-textual

information of online reviews. Another line of research is com-

petitor mining [10, 17, 38], which seeks those products that are

most comparable to a product. Our work is complementary to

these directions. Rather than focusing on the selection of which

products to compare to, we assume they are given and focus on

finding the comparative sets of reviews. Furthermore, we find

others produce comparative recommendation explanations via

template [18] or generated text [3, 33, 37]. In terms of opinion

comparison, Matakos et al. [25] analyzes a social network graph

to find two different subgroups who hold different opinions.

5.3 Heaviest k-Subgraph
Our formulation in narrowing down the list of comparative items

(TargetHkS problem described in section 3) is related to find-

ing the Heaviest 𝑘-Subgraph (HkS) [1, 4, 19, 32] or maximum

edge subgraph problem. In particular, Asahiro et al. [1] greed-

ily removes a vertex with the minimum weighted-degree in the

currently remaining graph, until exactly 𝑘 vertices are left. Feige

and Langberg [4] uses semidefinite programming. Vassilevska

et al. [32] also works with node-weighted case. Letsios et al. [19]

derives exact solution for HkS problem using branch and bound

algorithm and applies in social media context. HkS is distinct

from our proposed TargetHkS problem because TargetHkS

seeks the heaviest 𝑘-subgraph that must include a given target

item. Finding solution of TargetHkS for every item as target

item will eventually solve HkS problem.

5.4 Recommender Systems
The field of recommender systems is orthogonal to ours in that they

mainly focus on the aspect of personalization, and the key relation

being considered is that between users and items, particularly

in terms of preference [13]. In contrast, the key relation being

considered in our work is that between items, particularly in

terms of their comparability. However, there may be some basis

for “recommending” items based on content similarity. Using the

target item as anchoring in ranking the candidate set of items, we

could select the top-𝑘 items with the highest edge weights that

are connected with this target item. Another line is session-based

recommendation [35], including next-item or next-basket recom-

mendations. Next-item recommender systems receive inputs as

a sequence of previous interactions. Next-basket recommender

systems take past ordered/purchased history as inputs.

6 CONCLUSION
In this work, we address a novel problem of selecting compara-

tive sets of reviews for a set of comparable items, which include

one target item and other comparison items. The review selec-

tion process can be performed individually (CompaReSetS) or

synchronously (CompaReSetS+). As the problem is intractable in

nature, we propose an approximation based on integer regression.

Beyond the review selection process, to help the users in focusing

on the most comparable subset of items, we further narrow down

the list of comparable items to top-𝑘 most similar items including

the target item. Extensive experiments validate the efficacies of

our proposed heuristic algorithms, which are further supported

by a user study.
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