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Recommendation explanations help to improve their acceptance by end users. Explanations come in many

different forms. One that is of interest here is presenting an existing review of the recommended item as the

explanation. The challenge is in selecting a suitable review, which is customarily addressed by assessing the

relative importance or “attention” of each review to the recommendation objective. Our focus is improving

review-level explanation by leveraging additional information in the form of questions and answers (QA). The

proposed framework employs QA in an attention mechanism that aligns reviews to various QAs of an item

and assesses their contribution jointly to the recommendation objective. The benefits are two-fold. For one,

QA aids in selecting more useful reviews. For another, QA itself could accompany a well-aligned review in an

expanded form of explanation. Experiments on datasets of ten product categories showcase the efficacies of

our method as compared to comparable baselines in identifying useful reviews and QAs, while maintaining

parity in recommendation performance.
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1 INTRODUCTION
A ubiquitous feature of Web applications and e-commerce marketplaces is a recommender system

that aids users in navigating the multitude of options available, be they products to purchase, social

media posts to view, movies to watch, etc. The most common framework is that of collaborative

filtering [18], predicting ratings or adoptions based on users’ past interactions with various items.

Earlier in the evolution of recommender systems, the concern was predominantly on achieving

higher accuracies [14, 38]. Of late, the concern shifts to greater interpretability and explainability,

as ultimately the goal is to get users to adopt the recommendations. This gives rise to a plethora

of explainable recommendation models [52], which seek to produce not only recommendations,

but also accompanying explanations. There are diverse forms of explanations, leveraging different

types of information associated with either users or items.

For a pertinent instance, we allude to review-level explanation, whereby the explanation to a

recommendation takes the form of a review, selected from the existing reviews of the product.

Authors’ address: Trung-Hoang Le, thle.2017@smu.edu.sg; Hady W. Lauw, hadywlauw@smu.edu.sg, School of Computing

and Information Systems, Singapore Management University, Singapore.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee

provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and

the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored.

Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires

prior specific permission and/or a fee. Request permissions from permissions@acm.org.

© 2024 Association for Computing Machinery.

2157-6904/2024/9-ART $15.00

https://doi.org/XXXXXXX.XXXXXXX

ACM Trans. Intell. Syst. Technol., Vol. 1, No. 1, Article . Publication date: September 2024.

HTTPS://ORCID.ORG/0000-0002-2349-482X
HTTPS://ORCID.ORG/0000-0002-8245-8677
https://doi.org/XXXXXXX.XXXXXXX
https://doi.org/XXXXXXX.XXXXXXX
https://orcid.org/0000-0002-2349-482X
https://orcid.org/0000-0002-8245-8677
https://doi.org/XXXXXXX.XXXXXXX


2 Trung-Hoang Le and Hady W. Lauw

Asin: B07P15K8Q7
Title: Canon EOS Rebel T7 DSLR Camera Bundle with Canon EF-S 18-
55mm f/3.5-5.6 is II Lens + 2pc SanDisk 32GB Memory Cards + 
Accessory Kit

Question

Review

Question voting

Review helpful voting

Fig. 1. An example product on Amazon.com with reviews, questions and answers

An insightful review, when presented with a recommended product, allows the recipient of the

recommendation to empathize with the hands-on experience of the reviewer, thus anticipating

what her own experience with the product would be. For instance, on Amazon.com, Canon EOS

Rebel T7 Bundle
1
has more than 2800 ratings, more than 300 of which have reviews. One of these

reviews is illustrated in Figure 1, relating to the quality of the starter kit. That popular products

may have many reviews (some to the tune of tens of thousands) is a dual-edged sword. With a rich

corpus for selection comes the problem of selecting which review to present as explanation. One

existing paradigm [3, 28] is to weigh the contribution of various reviews to the recommendation.

Given the abundance of reviews, there is a proclivity to employ reviews to aid recommendations.

Most of the works are intent on improving recommendation accuracy rather than to serve directly

as explanations. These include content-based methods based on topic models [43], sentiments [8],

social networks [39]. By using convolutional neural network, [55] encodes all reviews on an item

to represent that item and all reviews written by a user to represent that user to enhance rating

1
https://www.amazon.com/Canon-T7-18-55mm-3-5-5-6-Accessory/dp/B07P15K8Q7/
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Table 1. Main Notations

Symbol Description

U,P set of all users and products

T ,Q,A set of all reviews, questions, and answers

𝑡𝑖 𝑗 ∈ T a review of user 𝑖 on product 𝑗

Q 𝑗 a set of all questions on product 𝑗

𝑞 𝑗𝑘 ∈ Q 𝑗 a question 𝑘 of product 𝑗

A 𝑗𝑘 a set of all answers on question 𝑞 𝑗𝑘
𝑎 𝑗𝑘𝑙 ∈ A 𝑗𝑘 an answer 𝑙 of a question 𝑘 on product 𝑗

𝜉 (𝑡𝑖 𝑗 ), 𝜉 (𝑞 𝑗𝑘 ), 𝜉 (𝑎 𝑗𝑘𝑙 ) embedded matrices of 𝑡𝑖 𝑗 , 𝑞 𝑗𝑘 , and 𝑎 𝑗𝑘𝑙
𝜁𝑢 (𝑖), 𝜁𝑝 ( 𝑗) latent features of user 𝑖 and product 𝑗

𝑂𝑡𝑖 𝑗 ,𝑂𝑞 𝑗𝑘 ,𝑂𝑎 𝑗𝑘𝑙 feature vectors extracted from 𝑡𝑖 𝑗 , 𝑞 𝑗𝑘 , and 𝑎 𝑗𝑘𝑙
𝑢𝑖 , 𝑝 𝑗 rating-based representation of user 𝑖 and product 𝑗

𝛼𝑖 𝑗 attention weights for 𝑂𝑡𝑖 𝑗
𝛽𝑖 𝑗𝑘 attention weight of review 𝑡𝑖 𝑗 on question 𝑞 𝑗𝑘
𝛿 𝑗𝑘𝑙 attention weight of answer 𝑎 𝑗𝑘𝑙 on question 𝑞 𝑗𝑘
𝜔 𝑗𝑘 QA representation of question 𝑞 𝑗𝑘 after infusing answers

𝑑 𝑗𝑘 document representation respecting to 𝑞 𝑗𝑘 after infusing reviews

𝛾 𝑗𝑘 attention weight of document 𝑑 𝑗𝑘
𝑏𝑢 , 𝑏𝑖 , 𝜇 user bias, item bias, and global bias respectively

prediction. [45] learns to focus on a few reviews of users and items optimizing for rating prediction.

In contrast to works that see reviews as content to help recommendation accuracy, we focus on the

role of reviews as explanations.

In this work, we propose to go beyond reviews and incorporate other information associated

with a product. One that is a focus of this work is a question posted by a user that in turn attracts

answers from other users, hereinafter referred to in short form as QA. For instance, the same

product Canon EOS Rebel T7 bundle featured in Figure 1 has more than 200 questions. Among

them are whether the camera has wifi ability (answer: yes), whether there is a port for an external

microphone (answer: no, but another model T7i does), and whether it is suitable for indoor sports

(answer: yes, it has a sport mode). Similarly to reviews, QAs could also receive votes from users.

Interestingly, questions and their answers present a distinct yet complementary information

to reviews. Where reviews tend to be subjective and replete with opinions, questions tend to be

objective and inquisitive of factual concerns. Where a single review tends to be multi-faceted

and comprehensive, each question tends to be concise and narrowly focused on a single aspect.

Given this complementarity, we postulate that both QA and review could collectively serve as

recommendation explanations. The former notifies the recommendee of relevant factual concern(s),

while the latter gains the recommendee insights from a reviewer’s experience.

QA as a feature is also increasingly prevalent across many platforms, with Amazon.com and

Tripadvisor.com being a couple of prominent examples. For instance, across the ten product

categories in our datasets (see Section 4), between 13% to 56% of products have QA information.

Given the anticipated further increase in QA data over time, it is timely to consider how to leverage

QA in addition to reviews for more informative recommendation explanations.

Problem. Let U be a set of users, and P be a set of products. A user 𝑖 ∈ U assigns to a product

𝑗 ∈ P a rating 𝑟𝑖 𝑗 ∈ R+ along with a review 𝑡𝑖 𝑗 . We denote the collection of ratings as R, all
reviews as T , the subset of reviews concerning a product 𝑗 as T𝑗 . Product 𝑗 may have a set of

questions Q 𝑗 = {𝑞 𝑗1, 𝑞 𝑗2, ..., 𝑞 𝑗𝐾 } ⊂ Q, where 𝐾 is the total number of questions of product 𝑗 . Each

ACM Trans. Intell. Syst. Technol., Vol. 1, No. 1, Article . Publication date: September 2024.
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question 𝑞 𝑗𝑘 has a collection of answers A 𝑗𝑘 = {𝑎 𝑗𝑘1, 𝑎 𝑗𝑘2, . . . , 𝑎 𝑗𝑘𝐿}, where 𝐿 is the total number

of answers of question 𝑞 𝑗𝑘 . Table 1 lists the notations (some to be introduced later). The problem

can thus be stated as follows. Receiving as input usersU, products P, ratings R, reviews T , and

question-answer pairs Q, we seek a model capable of predicting a missing rating by a user 𝑖 on

product 𝑗 for recommendation (rating regression), as well as identifying a question-answer pair

(selected from Q 𝑗 ) along with a review (selected from T𝑗 ) to serve collectively as explanations

accompanying the recommendation.

Due to the differing yet complementary natures of QA and reviews, we design a neural attention

model, called QuestER, that operates at two levels. First, the concise QA serves as focal points

of attention representing salient aspects to a product recommendation. Second, the multi-faceted

nature of reviews means that they could be relevant to multiple aspects, and we model their relative

importance to each QA. Together, QA and reviews serve dual roles in a hand-in-hand manner: to

contribute content features to aid recommendation and to serve as explanations.

Contribution. We make several contributions. First, we incorporate product questions into an

attention mechanism on reviews for recommendation. Second, we develop a neural model called

QUESTion-attentive review-level Explanation for neural rating Regression or QuestER, which

considers questions as a source of alignment to textual review. An important question would help to

identify important reviews. Third, we conduct comprehensive experiments on ten product categories

against comparable baselines. Importantly, we find that not only do QAs help in identifying useful

reviews, but the expanded explanation that is the combination of QA and review also has value.

This manuscript is an extension of the conference version [22], and it differs with following

additional contributions:

• Instead of treating answer as a part of question text, the model architecture of QuestER has

been extended to include another attention layer for answers to contribute to the question

representation. This is used in replacement of the question encoding.

• We include extensive experimental comparisons on ten product categories (Home, Health,

Sport, Toy, Grocery, Baby, Office, Automotive, Patio, and Musical). In contrast, [22] reports

only three product categories (Home, Sport, and Musical). These additional results provide

comprehensive coverage of how the method applies across a wide range of product domains.

• We expand the experiments with discussions on additional metrics new to this manuscript,

including the effect of the number of answers in each question towards the final rating

predictions, as well as the performance of both review-level and question-level explanations.

These give a more all-rounded coverage of the performance of the proposed method.

• In addition to quantitative experiments, we now include user studies that examine the quality

of both review-level as well as question-level explanations, as well as comparison to top-rated

reviews. For illustration, we also produce more case studies on more domains. The resulting

analyses thoroughly examine the effectiveness of the proposed methods.

2 RELATEDWORK
We survey related work that deals with questions or reviews in the context of recommendations.

QA-Based Recommendation. The use of QA for recommendation is still relatively rare in the

literature. One is to detect a user’s propensity to purchase a product based on the question that

the user has submitted [4]. This is a distinct scenario from ours where the question does not have

to be posed by the recipient of recommendations. Rather, we see questions as additional product

information that may be relevant as explanation. QA-based recommendation is also orthogonal

from question answering task. [54] selects relevant sentences in product reviews to answer a

question. [5] identifies answers from product reviews for user questions by multi-task attentive

ACM Trans. Intell. Syst. Technol., Vol. 1, No. 1, Article . Publication date: September 2024.
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networks. [51] incorporates aspect on reviews for predicting answer of a yes-no question. Our goal

is not to answer questions, rather to select QA appropriate for recommendation explanations.

Review-Based Recommendation. Given the abundance of reviews, there is a proclivity to

employ reviews to aid recommendations. Most of the works are intent on improving recommenda-

tion accuracy rather than to serve directly as explanations. These include content-based methods

based on similarity metric [35], topic models [43], sentiments [8], social networks [39]. By using

convolutional neural network, [55] encodes all reviews on an item to represent that item and all

reviews written by a user to represent that user to enhance rating prediction. [45] learns to focus

on a few reviews of users and items optimizing for rating prediction. [27] treats reviews with

different polarities for rating prediction. In contrast to works that see reviews as content to help

recommendation accuracy, we focus on the role of reviews as explanations.

Review-Based Recommendation Explanation. Our work belongs to a group that uses a

whole review as explanation. We identify a few in this group and compare to them as baselines.

NARRE [3] uses attention to weigh each individual review toward user and item representation and

uses the most useful review(s) as review-level explanation. HRDR [28] uses multilayer perceptron

to encode user’s ratings (resp. item’s ratings) as user features (resp. item’s features) and use that as

query for attention layer to weight the contribution of each review to rating prediction. HFT [32]

could select the review with the closest topic distribution to the item’s topic distribution. Our

key distinction from these baselines is our unique incorporation of QA both for review selection

and explanation. Another work uses three-tier attention [48] on word-level, sentence-level, and

review-level for learning user text representation and item text representation towards the final

rating prediction. [49] extends three-tier attention with graphs.

Rather than relying on review-level explanations, some works extract segments [29, 34, 42] or

aspect-level sentiments [13, 21, 47, 53]. Another formulation is to select personalized review [2,

7, 10, 15], the selected personalized review for every user for a given item may vary, which is

orthogonal to selecting useful reviews, the selected useful review for the same item are identical. [7]

uses GRU as text encoder to encode word-level and review-level representation and learn the

contribution of each word/review to the rating prediction. [15] selects personalized review based

on extracted aspects. [10] employs bi-directional LSTM [37] to learn embedding for user and item’s

sentences in textual review then applies asymmetric attentive modules that the text on item side

contribute to the text of user side.

Review Generation. A few try to predict ratings and generate reviews in multi-task learning

manner [6, 23–25, 46, 50]. [25] uses the predicted rating as sentiment, along with user and item

factors as context to generate explanation text. [6] extends with the attention on concepts from

an oracle
2
. [46] further attends on visual aspects. [23] explicitly uses aspect keywords to generate

explanation. [24] uses Transformer, a well-known language modeling technique, for personalized

review generation. For further informative and factually explanation generation, [50] augments

the review generator with external knowledge from another personalized retriever model that

estimates the personalized review embedding for each user. We are concerned with the selection of

existing reviews, rather than their generation.

Review Quality. We focus on the recommendation scenario. There are other formulations that

seek to predict helpful reviews [9, 30, 31, 41, 44]. In those cases, the concern is with objective review

quality. In contrast, this work concerns how a review is aligned to recommendation, and thus could

serve as an explanatory device.

2
https://concept.research.microsoft.com/
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Fig. 2. The architecture ofQuestER model

3 METHODOLOGY
Our formulation in having a pair of QA and review to accompany recommendation based on

rating regression is novel. We hypothesize that the concise questions could serve as an attention

mechanism in weighing the importance of reviews. This achieves an alignment between questions

and reviews, potentially allowing expanded explanations that are more comprehensive and coherent.

The overall architecture of our proposedQuestERmodel is shown in Figure 2. Below we describe

its various components.

Text Encoder. We use a widely adopted CNN text processor [2, 3, 28, 55], named TextCNN,

for encoding to extract semantic features of text. TextCNN consists of a Convolutional Neural

Network (CNN) followed by max pooling and a fully connected layer (see Figure 3). Particularly, we

have a word embedding function 𝜉 : 𝑀 → R𝐷 to map each word in the text 𝑡 into a 𝐷-dimensional

vector, forming an embedded matrix 𝜉 (𝑡) with fixed length𝑊 (padded zero for text with length

<𝑊 ). Following this embedding layer is a convolutional layer with𝑚 neurons, each associated

with a filter 𝐹 ∈ R𝑤×𝐷
, each 𝑘𝑡ℎ neuron produces features by applying convolution operator on

the embedded matrix 𝜉 (𝑡):
𝑧𝑘 = 𝑅𝑒𝐿𝑈 (𝜉 (𝑡) ∗ 𝐹𝑘 + 𝑏𝑧) (1)

ACM Trans. Intell. Syst. Technol., Vol. 1, No. 1, Article . Publication date: September 2024.
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Fig. 3. The CNN Text Processor (TextCNN) architecture

where 𝑅𝑒𝐿𝑈 (𝑥) = max(𝑥, 0) is a nonlinear activation function and ∗ is the convolution operation.

With sliding window𝑤 , the produced features would be 𝑧1, 𝑧2, ..., 𝑧
𝑊 −𝑤+1
𝑘

, which are passed to a

max pooling to capture the most important features having highest values, which is defined as:

𝑜𝑘 = max(𝑧1, 𝑧2, ..., 𝑧𝑊 −𝑤+1
𝑘

) (2)

We get the final output of the convolutional layer by concatenating all output from𝑚 neurons,

𝑂 = [𝑜1, 𝑜2, ..., 𝑜𝑚]. A simple approach to get the final representation of the input text 𝑡 is to pass

𝑂 into a fully connected layer as follows:

𝑋 =𝑊𝑂 + 𝑏 (3)

Besides TextCNN, there are other text processing methods based on deep learning technology

that have been proposed and have claimed advantages over traditionalmethods, such as fastText [16],

RNN and paragraph vector [20], etc. Especially, the recent Large-scale Pre-trained Language Models

(PTM) [11], such as BERT, perform well on a variety of natural language processing (NLP) tasks.

An analysis of both TextCNN and BERT as text encoder is reported in subsection 4.7.

Rating Encoder. Ratings are explicit features provided by users to indicate their interest on

given items. The user ratings 𝑟𝑖: form a rating pattern for user 𝑖 , and the item ratings 𝑟 :𝑗 form a

rating pattern for item 𝑗 . A reasonable choice is to use a multi-layer perceptron (MLP) network to

learn the representation for the rating pattern [28] (see Figure 4). Specifically,

ℎ𝑖1 = tanh(𝑊𝑟𝑖 :1𝑟𝑖: + 𝑏𝑟𝑖 :1)
ℎ𝑖2 = tanh(𝑊𝑟𝑖 :2ℎ𝑖1 + 𝑏𝑟𝑖 :2)
...

𝑢𝑖 = tanh(𝑊𝑟𝑖 :𝑘ℎ𝑖 (𝑘−1) + 𝑏𝑟𝑖 :𝑘 )

(4)

The output 𝑢𝑖 is the final rating-based representation of user 𝑖 , ℎ𝑖𝑘 is the output hidden repre-

sentation at layer 𝑘 of the MLP. Similarly, we can also get the rating-based representation 𝑝 𝑗 of

product 𝑗 from its input ratings 𝑟 :𝑗 in similar manner. We use tanh as activation function to project

the learned rating-based representation into the same range of text-based representations that will

be discussed in the following paragraphs.

ACM Trans. Intell. Syst. Technol., Vol. 1, No. 1, Article . Publication date: September 2024.
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Fig. 4. Multi-Layer Perceptron for user ratings and item ratings encoder

User Attention-Based Review Pooling. Equation 3 presumes that the contribution of each

review is the same towards the final representation. The importance of each individual review

contributing to user final representation is learnt as follows:

𝜌𝑖 𝑗 = tanh(𝑊𝑂𝑡
(𝑂𝑡𝑖 𝑗 ⊙ 𝑢𝑖 ) + 𝑏𝜌 ) (5a)

𝜃𝑖 𝑗 =𝑊𝜌𝜌𝑖 𝑗 + 𝑏𝜃 (5b)

𝛼𝑖 𝑗 =
𝑒𝜃𝑖 𝑗∑
𝑗 𝑒
𝜃𝑖 𝑗

(5c)

where ⊙ is element-wise multiplication operator, 𝑢𝑖 is the rating-based representation of the user 𝑖 ,

𝑂𝑡𝑖 𝑗 is the feature vector extracted from review text 𝑡𝑖 𝑗 by TextCNN, 𝛼𝑖 𝑗 is the normalized attention

score of the review 𝑡𝑖 𝑗 , which can be interpreted as the contribution of that review to the feature

profile 𝑂𝑖 of user 𝑖 , aggregating as follows:

𝑂𝑖 =
∑︁
𝑗

𝛼𝑖 𝑗𝑂𝑡𝑖 𝑗 (6)

The final representation of user 𝑖 is computed as follows:

𝑋𝑖 =𝑊𝑂𝑖
𝑂𝑖 + 𝑏𝑋 (7)

Item Question-Attentive Review-Level Explanations. Of particular importance is our mod-

eling of product questions. A naive approach to model question on item side is to apply similar

approach of modeling reviews. However, the connection between reviews and questions would

have been overlooked. Here we presume that a product review may contain information that could

be relevant to a question. We aggregate another attention layer based on item questions that help

us to incorporate reviews based on their contribution towards item questions.

First, we use TextCNN to encode reviews, questions, answers. Let 𝑂𝑡𝑖 𝑗 be the review encoding,

𝑂𝑞 𝑗𝑘 be the question encoding of the question 𝑘 on the product 𝑗 , and𝑂𝑎 𝑗𝑘𝑙 be the answer encoding

of the answer 𝑙 of the question 𝑘 . With respect to each question representation 𝑂𝑞 𝑗𝑘 , we learn the

attention weights 𝛿 𝑗𝑘𝑙 for answer representation 𝑂𝑎 𝑗𝑘𝑙 by projecting both question and answer

representation onto an attention space followed by a non-linear activation function; the outputs

are 𝜙 𝑗𝑘 and𝜓 𝑗𝑘𝑙 respectively. We use tanh activation function to scale 𝑂𝑞 𝑗𝑘 and 𝑂𝑎 𝑗𝑘𝑙 to the same

range of values, so that neither component dominates the other. We let the question projection 𝜙 𝑗𝑘
interact with the answer projection𝜓 𝑗𝑘𝑙 in two ways: element-wise multiplication and summation.

The learned vector 𝑉 plays the role of global attention context. This produces an attention value
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𝜐 𝑗𝑘𝑙 , which is normalized using softmax to obtain 𝛿 𝑗𝑘𝑙 .

𝜙 𝑗𝑘 = tanh

(
𝑊𝑂𝑞

𝑂𝑞 𝑗𝑘 + 𝑏𝜙
)

(8a)

𝜓 𝑗𝑘𝑙 = tanh

(
𝑊𝑂𝑎

𝑂𝑎 𝑗𝑘𝑙 + 𝑏𝜓
)

(8b)

𝜐 𝑗𝑘𝑙 = 𝑉
𝑇
(
𝜓 𝑗𝑘𝑙 · 𝜙 𝑗𝑘 +𝜓 𝑗𝑘𝑙

)
(8c)

𝛿 𝑗𝑘𝑙 =
𝑒

𝜐𝑗𝑘𝑙

𝜏∑
𝑙 𝑒

𝜐𝑗𝑘𝑙

𝜏

(8d)

(8e)

Where 𝜏 is a temperature parameter to adjust the probabilities in the softmax. We aggregate the an-

swer representations 𝑂𝑎𝑖 𝑗𝑘 ’s into each question representation 𝜔 𝑗𝑘 using the learned attention 𝛿 𝑗𝑘𝑙 :

𝜔 𝑗𝑘 =
∑︁
𝑙

𝛿 𝑗𝑘𝑙𝑂𝑎 𝑗𝑘𝑙 (9)

Analogously, we learn the attention weight 𝛽𝑖 𝑗𝑘 for review representation 𝑂𝑡𝑖 𝑗 by projecting both

question representation 𝜔 𝑗𝑘 and review representation onto an attention space followed by a non-

linear activation function; the outputs are 𝜒 𝑗𝑘 and 𝜌
′
𝑖 𝑗 respectively. To learn the question-specific

attention weight of a review, we let the question projection 𝜒 𝑗𝑘 interact with the review projection

𝜌 ′𝑖 𝑗 in two ways: element-wise multiplication and summation. The learned vector 𝐸 plays the role of

global attention context. This produces an attention value 𝜂𝑖 𝑗𝑘 , which is normalized using softmax

to obtain 𝛽𝑖 𝑗𝑘 :

𝜒 𝑗𝑘 = tanh

(
𝑊𝜔𝜔 𝑗𝑘 + 𝑏𝜒

)
(10a)

𝜌 ′𝑖 𝑗 = tanh

(
𝑊𝑂𝑡

(𝑂𝑡𝑖 𝑗 ⊙ 𝑝 𝑗 ) + 𝑏𝜌 ′
)

(10b)

𝜂𝑖 𝑗𝑘 = 𝐸𝑇
(
𝜒 𝑗𝑘 ⊙ 𝜌 ′𝑖 𝑗 + 𝜌 ′𝑖 𝑗

)
(10c)

𝛽𝑖 𝑗𝑘 =
𝑒

𝜂𝑖 𝑗𝑘

𝜏∑
𝑖 𝑒

𝜂𝑖 𝑗𝑘

𝜏

(10d)

Using the question-specific attention weights 𝛽𝑖 𝑗𝑘 , we aggregate the review representations

𝑂𝑡𝑖 𝑗 ’s into a question-specific representation 𝑑 𝑗𝑘 as follows.

𝑑 𝑗𝑘 =
∑︁
𝑖

𝛽𝑖 𝑗𝑘𝑂𝑡𝑖 𝑗 (11)

For a document (a product question with all of its reviews), we apply this attention mecha-

nism for every product question, yielding a set of question-specific document representations

𝑑 𝑗𝑘 , 𝑘 ∈ [1, |𝑄 𝑗 |]. All the 𝑑 𝑗𝑘 ’s need to be aggregated into the final document representation 𝑂 𝑗

before incorporating to product representation. Thus, we seek to learn the importance weight 𝛾 𝑗𝑘 ,

signifying how each question-specific representation 𝑑 𝑗𝑘 would contribute to 𝑂 𝑗 .

𝜅 𝑗𝑘 = 𝐾𝑇 tanh(𝑊𝑑 𝑗𝑘𝑑 𝑗𝑘 + 𝑏𝜅) (12a)

𝛾 𝑗𝑘 =
𝑒

𝜅𝑗𝑘

𝜏∑
𝑘 𝑒

𝜅𝑗𝑘

𝜏

(12b)

ACM Trans. Intell. Syst. Technol., Vol. 1, No. 1, Article . Publication date: September 2024.



10 Trung-Hoang Le and Hady W. Lauw

Question-specific representation 𝑑 𝑗𝑘 is projected into attention space through a layer of neurons

with non-linear activation function tanh. The scalar 𝜅 𝑗𝑘 indicates the importance of 𝑑 𝑗𝑘 , obtained

by multiplying with global attention context vector 𝐾 (randomly initialized and learned during

training). The representation 𝑑 𝑗𝑘 ’s due to the various questions are aggregated into the final product

representation 𝑂 𝑗 using soft attention pooling with attention weight 𝛾 𝑗𝑘 ’s.

𝑂 𝑗 =
∑︁
𝑘

𝛾 𝑗𝑘𝑑 𝑗𝑘 (13a)

𝑌𝑗 =𝑊𝑂 𝑗
𝑂 𝑗 + 𝑏𝑌 (13b)

Prediction Layer. The latent factors of user 𝑖 and product 𝑗 are mapped to a shared hidden

space as follows:

ℎ𝑖 𝑗 = [𝑢𝑖 ;𝑋𝑖 ; 𝜁𝑢 (𝑖)] ⊙ [𝑝 𝑗 ;𝑌𝑗 ; 𝜁𝑝 ( 𝑗)] (14)

where 𝜁𝑢 (·) and 𝜁𝑝 (·) are embedding function to map each user and each product into their

embedding space respectively, 𝑋𝑖 is user preferences and 𝑌𝑗 is item features obtained from user

reviews and product reviews and questions, [𝑢𝑖 ;𝑋𝑖 ; 𝜁𝑢 (𝑖)] is the concatenation of user rating-based

representation 𝑢𝑖 , user text attention review pooling 𝑋𝑖 , and user 𝑖 embedding 𝜁𝑢 (𝑖). The final
rating prediction is computed as follows:

𝑟𝑖 𝑗 =𝑊
𝑇ℎ𝑖 𝑗 + 𝑏𝑖 + 𝑏 𝑗 + 𝜇 (15)

Learning. Similar to prior works on rating prediction task [3, 28, 43], which is a regression

problem, we adopt the squared loss function:

L =
∑︁
𝑖, 𝑗∈Ω

(𝑟𝑖 𝑗 − 𝑟𝑖 𝑗 )2 (16)

Where Ω denotes the set of all training instances, 𝑟𝑖 𝑗 is the ground truth rating that user 𝑖 assigned

on product 𝑗 .

The most important question Q is selected by computing Q = 𝑎𝑟𝑔𝑚𝑎𝑥𝑘 (𝛾 𝑗𝑘 ) and the most useful

review is selected by 𝑎𝑟𝑔𝑚𝑎𝑥𝑖 (𝛽𝑖 𝑗Q). We use the selected question with its answer and the selected

review collectively as explanation for a given recommendation.

A limitation of relying only on questions found within a product is that product features may

not be captured completely, because some products do not have sufficient questions to cover all

its important aspects. As a result, an important review may be overlooked because it does not

correspond to any question. To address this limitation, in addition to the questions found in a

product, we include one more global “General Question”, which allows those important reviews to

still be aligned. This additional question plays the role of “global” aspect, and also helps our model

to potentially generalize to product without questions.

4 EXPERIMENTS
As this work is primarily about recommendation explanations, rather than rating prediction per se,

and the two objectives are not necessarily directionally equivalent, our orientation is to improve

explanations while maintaining parity in accuracy performance. In particular, our core contribution

is in incorporating question and answer or QA for review-level explanation. The experimental

objectives revolve around the utility of QA as part of explanation, the effectiveness of QA to aid

the selection of review-level explanation, and the alignment of QA and review that are part of an

explanation. Source code is available for reproducibility
3
.

3
https://github.com/PreferredAI/QuestER
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Table 2. Data statistics

Dataset #Item #User #Review (Rating) #Question #Answer
#Item with Question

#Item

#Answer

#Question

Home 28,169 66,295 549,895 368,904 1,079,983 0.3193 2.93

Health 18,464 38,416 344,888 105,814 207,330 0.1731 1.96

Sport 18,301 35,447 295,074 123,119 237,845 0.1940 1.93

Toy 11,870 19,322 166,821 35,520 75,276 0.1463 2.12

Grocery 8,690 14,632 150,802 18,134 42,779 0.1301 2.36

Baby 7,039 19,418 160,521 32,507 58,345 0.1301 1.79

Office 2,414 4,892 53,143 68,864 165,623 0.4544 2.41

Automotive 1,810 2,892 20,203 40,477 79,034 0.3470 1.95

Patio 951 1,667 13,133 22,454 53,550 0.3049 2.38

Musical 893 1,416 10,163 22,409 47,357 0.5622 2.11

Datasets. Towards reproducibility, we work with publicly available sources. While QA is a

feature on many platforms, not many such datasets have both reviews and QA information. One

that does is the Amazon Product Review Dataset
4
[12]. We experiment on ten product categories

from this source as separate instances. These categories are selected for significant availability of

QA information. Consistent performance across multiple categories with different statistics bolster

the analysis. Table 2 summarizes basic statistics of the ten datasets.

For greater coverage, we collect item questions and acquire their helpful voting scores from the

Amazon.com website
5
. These questions data are complement yet distinct from [33], as they do not

include helpful voting scores for every question and answer. Too short reviews (less than 3 words),

users and items with fewer than five reviews are filtered out. To aggregate overlapping questions,

we cluster questions in each category with KMeans, keeping questions from big clusters which

cover 80% of questions. For smaller clusters, we keep the nearest question to each cluster centroid

and combine them into a single text, called General Question (all products have this by default).

This is used solely for modeling to generalize to items without questions, but would not be used

as a recommendation explanation. Moreover, a question will always be associated with at least

an answer (when available). For questions without answer, the question content will be used as

its own answer. In the subsequent experiments, we investigateQuestER that includes only one

answer andQuestER+ that includes the maximum of five answers (an analysis of the maximum

number of answers is reported in subsection 4.4).

Baselines.We evaluate our proposedQuestER andQuestER+ against the following baselines in

terms of useful review and QA selection. Comparisons between methods are tested with one-tailed

paired-sample Student’s t-test at 0.05 level.

• HRDR [28] uses attention mechanism with the rating-based representation as features to

weight the contribution of each individual review toward user/item final representation.

• NARRE [3] learns to predict ratings and the usefulness of each reviews by applying attention

mechanism for reviews on users/items embedding.

• HFT [32] models the latent factors from user or item reviews by employing topic distributions.

In this work, we employ item reviews and applied their proposed usefulness review retrieval

approach for selecting useful reviews. The number of topics is 𝐾 = 50.

Among the three selected baselines, HRDR and NARRE use similar TextCNN for learning text

representation. There are other works that use other text processors [48, 49] (discussed more in

4
https://cseweb.ucsd.edu/~jmcauley/datasets/amazon/links.html

5
The collected data is available at https://github.com/PreferredAI/QuestER
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section 2), which we do not consider as direct baselines in this work. Note that our key distinction

from the above mentioned baselines is that we further incorporate product questions. As there is

no prior work on predicting ratings along with selecting useful question, when the evaluative task

is to look into selecting questions (question retrieval and question similarity tasks, see Section 4.1

and Section 4.3), we would apply similar approach for each baseline such that item text will be item

questions instead of item reviews.

Training Details. Each item’s reviews are split randomly into train, validation, and test with

ratio 0.8 : 0.1 : 0.1. Unknown users are excluded from validation and test sets. Reviews in vali-

dation set and test set are excluded from training and will not be used for rating prediction on

validation/test data. Answers are appended as additional text of the corresponding question. We

employ the pretrained word embeddings from GloVe [36] to initialize the text embedding matrix

with dimensionality of 100 in which the embedding matrix is shared for both reviews and questions.

We use separate TextCNN for user reviews, item reviews, and item QAs. The maximum number of

tokens for each text𝑊 is 128, the number of neurons in convolutional layer𝑚 is 64, the window

size𝑤 is 3. The latent factor number was tested in 𝑘 ∈ {8, 16, 32, 64}. After tuning, we set 𝑘 = 8 for

memory efficiency as using larger 𝑘 does not improve the performance significantly. Dropout ratio

is 0.5 as in [3], 𝜏 is 0.01. We apply 3-layers MLP for rating-based representation modeling as in [28],

with the number of neural units in hidden layers to be {128, 64,𝑚}. Using Adam optimizer [17] with

an initial learning rate of 10
−3

and mini-batch size of 64, we see models tend to converge before 20

epochs. We set a maximum of 20 epochs and report the test result from the best performing model

(the lowest MSE) on validation, a uniform practice across methods.

Brief Comment on Running Time. Our focus in this work is recommendation explanation,

rather than computational efficiency. The models can be run offline. For a sense of the running

times, Table 3 reports the training time and testing time of all models on a machine with AMD

EPYC 7742 64-Core Processor and NVIDIA Quadro RTX 8000. Increasing the maximum number of

answers to 5 (QuestER+) slows down training time approximately 1.3 ∼ 1.5 times compared to

training with only one answer. Inference time of all models are similarly fast.

Table 3. Running time (Train (seconds) / Test (seconds))

Model Home Health Sport Toy Grocery Baby Office Automotive Patio Musical

QuestER 19707 / 4.7 11892 / 2.9 9805 / 2.7 5453 / 1.5 5014 / 1.3 5360 / 1.4 2011 / 0.4 646 / 0.2 448 / 0.1 334 / 0.1

QuestER+ 27493 / 4.8 16560 / 2.8 13966 / 2.7 7741 / 1.5 7202 / 1.2 7690 / 1.4 2651 / 0.4 931 / 0.2 649 / 0.2 503 / 0.1

HRDR 13603 / 4.3 10906 / 3.8 9770 / 2.5 3199 / 1.5 3048 / 1.2 3704 / 1.4 1158 / 0.4 424 / 0.2 267 / 0.1 180 / 0.1

NARRE 9855 / 5.1 6254 / 3.1 5034 / 2.8 2093 / 1.6 2755 / 1.3 2855 / 1.5 1067 / 0.4 329 / 0.2 249 / 0.1 172 / 0.1

HFT 9399 / 4.0 5806 / 2.3 5452 / 2.2 3305 / 1.2 2508 / 1.0 2665 / 1.2 1052 / 0.4 395 / 0.2 460 / 0.2 253 / 0.1

4.1 Question and Review Alignment
Our proposed recommendation explanation consists of a question-and-answer (QA) and a review.

Ideally, these two components, QA on one hand, and review on the other hand, are well-aligned for

a more coherent explanation. We measure this alignment using ROUGE [26] and METEOR [1], two

well-known metrics for text matching and text summarization. To cater to words as well as phrases,

we report F-Measure of ROUGE-1 measuring the overlapping unigrams, ROUGE-2 measuring

the overlapping bigrams, and ROUGE-L measuring the longest common subsequence beween the

reference summary and evaluated summary. We compute ROUGE and METEOR scores for the

top-1 selected question and review and report them in Table 4.

The results show that the proposed QuestER and QuestER+ consistently outperform the

baselines significantly across virtually all the datasets. This showsQuestER’s QAs and reviews that
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Table 4. Performance in question and review alignment

Data Model ROUGE-1 ROUGE-2 ROUGE-L METEOR

Home QuestER 15.68§ 0.88
§ 7.73§ 9.56§

QuestER+ 15.65
§ 0.89§ 7.71

§
9.55

§

HRDR 14.85 0.75 7.08 8.36

NARRE 14.66 0.72 6.57 7.39

HFT 13.55 0.66 6.40 7.53

Health QuestER 19.54 1.59 7.99
§

9.89
§

QuestER+ 19.58 1.58 8.01§ 9.90§
HRDR 19.59 1.59 7.88 9.65

NARRE 17.97 1.33 6.45 7.31

HFT 17.13 1.28 6.59 7.93

Sport QuestER 15.52
§

0.72
§

7.33
§

9.04
§

QuestER+ 15.56§ 0.73§ 7.35§ 9.07§
HRDR 15.25 0.64 7.14 8.35

NARRE 14.52 0.56 6.21 7.00

HFT 13.88 0.56 6.09 7.29

Toy QuestER 15.80§ 1.17§ 7.84§ 9.41§

QuestER+ 15.80§ 1.17§ 7.83
§ 9.41§

HRDR 15.20 1.08 7.18 8.12

NARRE 15.08 1.03 7.05 7.86

HFT 14.05 0.96 6.53 7.39

Grocery QuestER 16.82§ 0.74§ 7.04
§ 8.15§

QuestER+ 16.80
§ 0.74§ 7.05§ 8.13

§

HRDR 16.18 0.67 6.45 7.35

NARRE 15.22 0.56 5.51 5.85

HFT 14.68 0.57 5.71 6.46

Baby QuestER 18.82§ 1.23§ 7.84§ 10.59§

QuestER+ 18.80
§

1.22
§

7.81
§

10.54
§

HRDR 18.51 1.15 7.39 9.75

NARRE 17.64 1.04 6.79 8.50

HFT 15.93 0.88 6.14 7.61

Office QuestER 18.00§ 0.99§ 7.89§ 12.44§

QuestER+ 17.82
§ 0.99§ 7.76

§
12.27

§

HRDR 17.53 0.76 7.36 11.36

NARRE 17.14 0.70 6.76 9.13

HFT 15.07 0.61 6.32 8.93

Automotive QuestER 17.94 1.22 7.98§ 10.36
QuestER+ 17.79 1.19 7.85 10.36
HRDR 17.72 1.16 7.65 10.28

NARRE 16.35 0.91 6.16 7.36

HFT 15.27 0.88 6.41 8.12

Patio QuestER 18.93 1.74 8.96 13.19

QuestER+ 18.91 1.76 9.07 13.29
HRDR 18.55 1.73 8.94 13.29
NARRE 16.90 1.32 7.12 9.42

HFT 15.53 1.24 7.13 10.48

Musical QuestER 16.42§ 0.96§ 7.44§ 11.16§

QuestER+ 16.11
§

0.91
§

7.37
§

10.71
§

HRDR 14.81 0.70 6.63 9.75

NARRE 13.94 0.48 5.64 6.90

HFT 12.98 0.55 5.96 8.73

§
denotes statistically significant improvements. Highest values are in bold.

are part of a collective explanation are better-aligned with each other, as compared to the respective

pairings identified by the baselines. Note that HRDR, NARRE, and HFT had been designed solely to

select helpful reviews. To be able to compare with these models, we ran each model twice, once

with reviews and another time replacing item reviews with QA’s. This approach essentially treats

review and question in a disjoint manner, which contributes to why they are underperforming as

compared to our proposed QuestER that jointly selects review and question that are well-aligned

with each other.
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Table 5. Performance in Review-Level Explanation Task

Data Model Prec@5 Rec@5 F1@5 ROUGE-1 ROUGE-2 ROUGE-L METEOR

Home QuestER 0.145§ 0.634§ 0.231§ 34.27
§

18.48
§

24.56
§

27.93
§

QuestER+ 0.145§ 0.632
§ 0.231§ 34.34§ 18.58§ 24.66§ 27.97§

HRDR 0.136 0.588 0.216 32.00 16.21 22.28 25.46

NARRE 0.129 0.557 0.204 27.53 11.84 17.79 21.06

HFT 0.141 0.613 0.224 28.87 14.36 19.99 23.35

Health QuestER 0.152§ 0.645§ 0.239§ 34.13
§

19.16
§

24.93
§

27.99

QuestER+ 0.152§ 0.645§ 0.239§ 34.20§ 19.22§ 25.00§ 28.03
HRDR 0.142 0.601 0.224 33.17 17.65 23.62 28.02

NARRE 0.137 0.574 0.215 26.46 11.63 17.27 20.62

HFT 0.149 0.635 0.236 28.69 14.70 20.18 23.86

Sport QuestER 0.157 0.663§ 0.247 34.65§ 19.60§ 25.37§ 28.50

QuestER+ 0.157 0.663§ 0.248 34.64
§ 19.60§ 25.36

§
28.50

HRDR 0.151 0.633 0.237 34.24 19.04 24.87 28.73
NARRE 0.141 0.591 0.222 27.84 12.63 18.41 22.24

HFT 0.155 0.656 0.245 29.63 15.48 20.95 24.83

Toy QuestER 0.158§ 0.682§ 0.250§ 36.72
§

21.04
§

26.68
§

29.99
§

QuestER+ 0.158§ 0.681
§ 0.250§ 36.74§ 21.08§ 26.74§ 30.02§

HRDR 0.143 0.611 0.226 31.67 15.20 21.14 25.72

NARRE 0.143 0.611 0.226 30.35 14.13 19.98 24.19

HFT 0.149 0.642 0.236 30.18 15.48 20.81 24.58

Grocery QuestER 0.165§ 0.695
§

0.260
§ 36.31§ 21.36§ 27.22§ 30.23§

QuestER+ 0.165§ 0.697§ 0.261§ 36.13
§

21.13
§

27.00
§

30.01
§

HRDR 0.155 0.649 0.244 32.49 16.83 22.90 28.08

NARRE 0.152 0.635 0.239 28.66 13.33 19.26 23.03

HFT 0.162 0.681 0.255 30.43 16.05 21.70 25.73

Baby QuestER 0.138
§

0.578
§

0.217
§ 35.05§ 18.00§ 24.15§ 27.70§

QuestER+ 0.139§ 0.583§ 0.218§ 34.96
§

17.87
§

24.03
§ 27.70§

HRDR 0.123 0.509 0.192 31.55 13.85 20.21 25.27

NARRE 0.119 0.496 0.187 28.23 11.15 17.22 21.16

HFT 0.128 0.537 0.201 27.77 12.49 18.00 21.39

Office QuestER 0.144
§

0.597
§

0.222
§

35.19
§

18.40
§

24.12
§

28.62

QuestER+ 0.145§ 0.601§ 0.224§ 35.96§ 19.32§ 24.97§ 29.81
HRDR 0.135 0.548 0.207 33.22 15.70 21.69 28.90

NARRE 0.124 0.500 0.189 26.35 9.83 15.28 19.71

HFT 0.126 0.516 0.193 27.04 12.00 17.04 21.48

Automotive QuestER 0.176 0.745 0.278 36.75 22.28 27.91 31.11

QuestER+ 0.174 0.740 0.275 36.25 21.78 27.48 30.41

HRDR 0.173 0.731 0.273 35.79 20.59 26.62 31.94
NARRE 0.156 0.651 0.245 26.89 12.09 17.69 21.28

HFT 0.168 0.710 0.265 29.94 15.95 21.44 25.04

Patio QuestER 0.166 0.694 0.256 38.10 21.94 27.58 32.27

QuestER+ 0.164 0.685 0.253 37.14 20.87 26.61 31.07

HRDR 0.165 0.679 0.252 37.01 20.13 25.93 32.72
NARRE 0.152 0.629 0.233 28.25 11.65 17.23 22.38

HFT 0.168 0.704 0.260 33.01 17.97 23.26 27.74

Musical QuestER 0.145 0.617 0.230 35.40
§

20.18
§

25.88
§

30.13
§

QuestER+ 0.149 0.633 0.236 36.21§ 21.26§ 26.82§ 30.69§
HRDR 0.144 0.611 0.228 32.38 16.07 22.05 27.38

NARRE 0.132 0.563 0.210 25.53 10.16 15.87 19.41

HFT 0.144 0.613 0.228 27.40 12.56 18.08 22.32

§
denotes statistically significant improvements over the baselines. Highest values are in bold.

4.2 Review-Level Explanation
Here we assess whether incorporating questions would help in selecting reviews for the explanation.

We take reviews that have the greatest positive helpfulness voting scores on every product to be the

ground truth to study the performance of selecting useful reviews. We use Precision at 5 (Prec@5),

Recall at 5 (Rec@5), and F1@5 as evaluation. As reported in Table 5 (left), our proposed QuestER

andQuestER+ are the better-performing methods overall. Theirs outperformance over baseline
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Table 6. Performance inQuestion-Level Explanation Task

Data Model Prec@5 Rec@5 F1@5 ROUGE-1 ROUGE-2 ROUGE-L METEOR

Home QuestER 0.097§ 0.360
§

0.146
§ 21.09§ 10.97§ 17.82§ 20.26§

QuestER+ 0.097§ 0.365§ 0.147§ 20.95
§

10.88
§

17.67
§ 20.26§

HRDR 0.082 0.307 0.124 17.47 7.52 13.22 16.51

NARRE 0.082 0.307 0.124 17.69 7.77 13.52 16.75

HFT 0.082 0.309 0.125 17.72 8.14 14.91 16.33

Health QuestER 0.115§ 0.447§ 0.177§ 23.45
§ 14.36§ 20.51

§ 22.98§

QuestER+ 0.114
§

0.439
§

0.175
§ 23.65§ 14.24

§ 20.72§ 22.87
§

HRDR 0.091 0.347 0.139 16.74 7.25 12.00 16.64

NARRE 0.089 0.342 0.136 17.62 8.18 13.70 16.73

HFT 0.092 0.353 0.140 18.36 8.95 15.63 17.33

Sport QuestER 0.114
§

0.443
§

0.175
§ 24.03§ 14.04§ 20.89§ 23.24§

QuestER+ 0.116§ 0.447§ 0.178§ 23.40
§

13.35
§

20.18
§

22.81
§

HRDR 0.085 0.329 0.131 13.13 3.65 7.79 12.71

NARRE 0.088 0.335 0.134 18.14 8.08 13.83 17.04

HFT 0.090 0.343 0.138 20.13 10.03 17.26 18.69

Toy QuestER 0.130§ 0.485§ 0.197§ 23.80
§ 14.82§ 20.77§ 23.74§

QuestER+ 0.126
§

0.468
§

0.191
§ 23.85§ 14.02

§
20.70

§
23.70

§

HRDR 0.106 0.392 0.161 14.50 5.27 9.21 15.61

NARRE 0.107 0.394 0.162 19.15 10.00 15.10 19.69

HFT 0.110 0.404 0.166 21.16 11.80 18.49 20.79

Grocery QuestER 0.125§ 0.503
§ 0.194§ 26.92§ 18.08§ 24.08§ 26.11§

QuestER+ 0.124
§ 0.504§ 0.193

§
23.32 14.01 20.11 22.12

§

HRDR 0.105 0.427 0.164 20.16 10.79 15.79 19.17

NARRE 0.103 0.425 0.161 17.66 8.28 13.18 17.48

HFT 0.105 0.437 0.166 21.70 12.28 18.93 19.37

Baby QuestER 0.110§ 0.399§ 0.166§ 23.70§ 13.21§ 20.16§ 22.62
QuestER+ 0.104

§
0.384

§
0.157

§
22.52 11.43 18.72 21.30

HRDR 0.085 0.317 0.129 15.07 4.22 9.78 15.32

NARRE 0.086 0.327 0.132 20.63 9.58 16.28 20.18

HFT 0.085 0.314 0.129 19.34 9.88 16.57 17.45

Office QuestER 0.101
§

0.399
§

0.155
§ 21.85§ 11.98§ 18.60§ 20.67

§

QuestER+ 0.107§ 0.415§ 0.164§ 21.63
§

11.56
§

18.13
§ 20.75§

HRDR 0.075 0.291 0.115 14.08 4.00 8.61 12.84

NARRE 0.072 0.273 0.109 13.57 3.78 8.53 12.72

HFT 0.075 0.290 0.115 17.36 7.44 14.54 15.57

Automotive QuestER 0.106
§

0.416
§

0.163
§

26.50
§

15.76
§

23.23
§

25.39
§

QuestER+ 0.107§ 0.417§ 0.164§ 28.61§ 18.39§ 25.58§ 27.49§
HRDR 0.063 0.251 0.097 14.57 3.65 10.36 12.25

NARRE 0.063 0.253 0.098 16.15 5.31 11.01 14.82

HFT 0.060 0.242 0.093 15.82 5.79 13.18 13.26

Patio QuestER 0.094
§

0.384
§

0.147
§ 23.29§ 13.05§ 20.10§ 21.32§

QuestER+ 0.104§ 0.422§ 0.162§ 21.25
§

10.59
§

17.84
§

20.17
§

HRDR 0.051 0.198 0.079 14.67 4.07 10.40 12.16

NARRE 0.055 0.210 0.084 11.41 1.74 6.57 9.43

HFT 0.054 0.212 0.083 14.55 5.42 12.27 10.83

Musical QuestER 0.118§ 0.446§ 0.179§ 23.95§ 13.01§ 20.57§ 23.43§

QuestER+ 0.111
§

0.427
§

0.170
§

22.58
§

11.82
§

19.38
§

20.74
§

HRDR 0.075 0.293 0.116 18.48 7.66 13.84 16.79

NARRE 0.087 0.339 0.134 12.86 2.19 7.00 12.29

HFT 0.086 0.352 0.134 17.65 6.88 14.61 15.11

§
denotes statistically significant improvements over the baselines. Highest values are in bold.

models are statistically significant in the majority of cases. QuestER still outperforms NARRE (on

Automotive, Patio, and Musical categories) and HFT (on Automotive category) significantly.

To further assess the quality of top-ranked reviews against top-rated helpful reviews, we again

use ROUGE and METEOR as metrics. The results in Table 5 consistently show that our proposed

QuestER and QuestER+ outperform all baseline models significantly in the majority of cases, i.e.,

the top-ranked reviews fromQuestER andQuestER+ are more similar to the top-rated helpful

reviews than those of HRDR, NARRE, and HFT. Overall, in addition to the reviews, our QuestER
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Table 7. Rating prediction performance: Mean Square Error (MSE). Best values are in bold.

Data HFT NARRE HRDR QuestER QuestER+

Home 1.2775 1.2654 1.2677 1.2670 1.2666

Health 1.2712 1.2853 1.2878 1.2862 1.2861

Sport 1.0251 1.0054 1.0072 1.0053 1.0047

Toy 0.9136 0.9971 0.9973 0.9974 0.9979

Grocery 1.2007 1.1987 1.1988 1.2011 1.2027

Baby 1.3719 1.3622 1.3639 1.3613 1.3614

Office 0.8948 0.9248 0.9267 0.9245 0.9250

Automotive 0.9570 0.9248 0.9250 0.9258 0.9236

Patio 1.1173 1.1537 1.1594 1.1588 1.1564

Musical 0.8846 0.8136 0.8102 0.8174 0.8155

andQuestER+ use additional product QA, achieving better results than the baseline methods those

only use reviews as additional data, suggesting that using QA aids in selecting more useful reviews.

4.3 Question-Level Explanation
The novelty of the proposed QuestER and QuestER+ are in producing question-level explanation

along with review-level explanation. We conduct a homologous quantitative evaluation as Review-

Level Explanation above, but nowwith question votes as ground-truth and measure Prec@5, Rec@5,

and F1@5. In addition, we measure the similarity between top ranked question byQuestER (or

QuestER+) and top voted useful question using ROUGE and METEOR, only the question are being

evaluated in this evaluation. As shown in Table 6,QuestER andQuestER+ are significant better

than other baselines throughout. This result further highlights the improvement of the current

version ofQuestER (this work) in comparison to that of the previous version [22] in which this

version achieves better results quantitatively for question-level explanation.

4.4 Rating Prediction
As previously established, our main focus in this work is on recommendation explanations, with

an eye on improving the selection of reviews and incorporating questions in that endeavour.

Nevertheless, while recommendation accuracy is not the main focus, we find thatQuestER still

maintains parity in this regard with the other methods.

We report the average of Mean Square Error (MSE) averaged across users on each category in

Table 7. Our proposed QuestER and QuestER+ achieve comparable results when compared to the

neural models HRDR and NARRE. HFT that is based on graphical model varies from the neural

models. Depending on the reported domain, it is lower in some cases and higher in others. Such

variant in performance between simpler and more complex models using neural networks in term

of rating predictions is expected and has also been reported in [40].

In any case, as we see from the previous experiments as well,QuestER andQuestER+ stand

out in having the better review-level and question-level explanations, which are the main focal

points of this work.

Effect of Number of Answers in each Question.We now focus on analyzing the effect of

using different maximum number of answers to be used in each question. We report the average

of MSE averaged across users on each category when varying the maximum number of answers

being used in the set {1,3,5,10} in Table 8. We observe relatively minor differences in rating predic-

tion performance among the variants. The proposed method achieves best MSE w.r.t 5 answers

(QuestER+) in the majority of cases, which motivates us further evaluating this variant in the

previous experiments.
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Table 8. Rating prediction performance (MSE) ofQuestER w.r.t different maximum number of answers

Data Mean Square Error (MSE) of QuestER

1 answer 3 answers 5 answers 10 answers

Home 1.2670 1.2667 1.2666 1.2669

Health 1.2862 1.2865 1.2861 1.2862

Sport 1.0053 1.0051 1.0047 1.0051

Toy 0.9974 0.9976 0.9979 0.9972

Grocery 1.2011 1.2006 1.2027 1.2001

Baby 1.3613 1.3624 1.3614 1.3622

Office 0.9245 0.9239 0.9250 0.9248

Automotive 0.9258 0.9253 0.9236 0.9238

Patio 1.1588 1.1560 1.1564 1.1551

Musical 0.8174 0.8123 0.8155 0.8178

QUESTER Question: Is this soft and flexible enough to be used for fine wet sanding? I basically need something
that bends to the contours.
Answer: This is soft and flexible but I don't know if it is flexible enough to be able to bend to contours while you
are placing even pressure across the entire sponge. If you were to purposefully distribute weight to the correct
areas of the sponge then yes, but expecting the sponge to form fit to the area being sanded is not feasible.
QUESTER Review: There's really not a lot to it. It's just a small 5-1/2" long X 2-1/2" wide foam block, but it
worked fine as a backing pad along with 2000 grit paper for wet sanding clear coat before polishing. It seems to
be holding up okay to use, so for what little it cost I think it was worth getting.

Top Rated Useful Question:What grit is this?
Answer: There is no grit. It is a flexible sanding pad that you wrap your wet/dry sandpaper around to allow for
easier sanding.
Top Rated Useful Review: I'm not a Meguiar's fan when it comes to their polishes and cleaning supplies, but this
pad seems to work well. I have better control of it when it's cut in half width wise, which gives me two square
blocks.

Asin: B0009IQZ2K
Title: Meguiar's E7200 Mirror Glaze High-Tech Backing Pad

HRDR Question: How does the sand paper attach to this?? Thanks
Answer: It does not attach as with a sanding block. You wrap paper around it. I back my paper with duck tape
then wrap it around the block and since it is flexible and semi soft you can really get into contours with it.
HRDR Review: I'm not a Meguiar's fan when it comes to their polishes and cleaning supplies, but this pad seems
to work well. I have better control of it when it's cut in half width wise, which gives me two square blocks.

NARRE Question:What grit is this?
Answer: There is no grit. It is a flexible sanding pad that you wrap your wet/dry sandpaper around to allow for
easier sanding.
NARRE Review: There's really not a lot to it. It's just a small 5-1/2" long X 2-1/2" wide foam block, but it
worked fine as a backing pad along with 2000 grit paper for wet sanding clear coat before polishing. It seems to
be holding up okay to use, so for what little it cost I think it was worth getting.

HFT Question:What grit is this?
Answer: There is no grit. It is a flexible sanding pad that you wrap your wet/dry sandpaper around to allow for
easier sanding.
HFT Review: This is a great pad. Not to hard and not to Soft. Makes wet sanding much easier! I Love it!

Fig. 5. Example explanation: Meguiar’s Sanding Pad (explanation by Top_Rated_Useful is in grey, that by
QuestER is in green, and those by other baselines are in blue)
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QUESTER Question: What size O-ring can be used to replace the original?
Answer: I found just a generic one in amazon and it worked.
QUESTER Review: I love this. Saved me. Take it with me to work and pump 2-3 times, get about 8-10 oz all
together. Pump for 10 min each time. Easy to clean. I also have Pump in Style and cannot get nothing. Went to
lactation consultant 4 times and finally took this out of despair and it worked!

Top Rated Useful Question: Does this use the same bottles as the Medela electric pumps?
Answer: yes. same bottles come with electric pump, manual pump and cooler bag
Top Rated Useful Review: I love this pump. I was told by my doctor to pump to stimulate my milk supply and
this totally helped. It is worth the money it costs. Think of it as an investment in your baby. Plus if you have more
than 1 child you can use it again.

Asin: B0006HBS1M
Title: Medela, Harmony Breast Pump, Manual Breast Pump, Portable Pump, 2-Phase Expression
Technology, Ergonomic Swivel Handle, Easy to Control Vaccuum, Designed for Occasional Use

HRDR Question: Does it hurt?!
Answer: No, it does not hurt. You control it.
HRDR Review: I really like this manual pump. Sometimes I'm not always near my electric one so I need to pump
manually. It takes a little elbow grease but I've had no problems with it. I recommend.

NARRE Question: The image picture & description differ. Does it include one bottle or two? Does it include the
travel cap & stand?
Answer: One bottle, travel cap and stand included
NARRE Review: I already have Medela Pump-In-Style Advanced, so I've purchased this item for travelling. Easy
to assamble, easy to use, light weight, takes little space. Plus I got 2 extra bottles. The feeling while pumping is a
little different than with pump-in-style though, but i'm still very pleased with the purchase

HFT Question: Does it hurt?!
Answer: No, it does not hurt. You control it.
HFT Review: its a good pump but it didn't work to good for me, it gets a little frustrating pumping sometimes.

Fig. 6. Example explanation: Medela’s Breast Pump (explanation by Top_Rated_Useful is in grey, that by
QuestER is in green, and those by other baselines are in blue)

4.5 Case Studies
To investigate the usefulness of the recommendation explanation consisting of a QA as well as a

review, we show a few case studies that benchmarks QuestER to the most voted question and the

most voted review.

• Figure 5 shows five sets of explanations for a sanding pad product of Meguiar’s brand. The
first set (in grey box, above) comprise a QA and a review based on Top_Rated_Useful votes.

The second set (in green box) comprise those selected by ourQuestER. While bothQuestER

and Top_Rated_Useful provide useful information about the product,QuestER’s explanation

is notable in two respects. For one, QuestER’s question with its answer is more aligned

with its review than those of Top_Rated_Useful, ROUGE-L F-Measure for QuestER and

Top_Rated_Useful are 10.61 and 8.37 respectively. For another, Top_Rated_Useful is based on

explicit votes, which are not found on many products and therefore not universally available

or applicable. The following three blue boxes comprise the explanations produced by the

baseline methods. While NARRE has the same review explanation as QuestER, it produces a

different QA explanation.

• Figure 6 shows explanation for a breast pump product of Medela brand. BothQuestER and

Top_Rated_Useful provide further useful information about the product.QuestER’s question

with its answer is considered more aligned with its review than those of Top_Rated_Useful,

ROUGE-L F-Measures are 12.59 and 9.02 respectively. In this case, the baselines HRDR and

HFT pick the same question.
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QUESTER Question:Will this guitar rest work on a round table top?
Answer: That depends entirely on the dimensions of the table. Take the guitar and see if it can lay flat across the
table. If it does, then it will work just fine. If it goes off the end a little bit, it should still be fine.
QUESTER Review: I've had this thing for several weeks, and just now, when it fell off the table for the 100th
time, I tossed it in the trash. The whole thing is one piece of soft floppy rubber, it's not stiff enough for the part
that cradles the guitar neck, and it's not heavy enough to stay put. Even the force from the guitar neck makes it
topple over. Unless you glue this thing to the table, or something like that, it's useless, even worse than useless, it's
in the way.
Addendum: I raised the rating a bit, after hearing from the distributor/manufacturer ... at least these guys listen.

Top Rated Useful Question:What is the response to the numerous customer reviews that say that the thing keeps
falling off unless the guitar is resting against it?
Answer: It does tend to fall off, like you say, but it really is great to lean the guitar on. Otherwise the guitar just
falls over. Pick your poison! Sorry
Top Rated Useful Review: The Planet Waves Guitar Rest works for ukuleles! I just got one, and have used it for
a few days, and it's the bomb! I can set my little ukuleles down now without fear of falling over. This product is a
rubber disc with small "arms" in a gentle curve that nestles against the edge of any surface, and you can set your
instrument against it, and voila, it doesn't fall over! Here at home, I use it on the second shelf of a bookcase, and
my concert sized ukulele fits like a glove, heel on carpet, neck in Guitar Rest. I'm going to buy a couple more for
my ukulele cases, because I can use them at one of my uke parties. If one sets a tiny ukulele on the floor, for
instance, to take a whizz, they're just small enough to go unseen and have someone step on them. Here, I just find
a spot near wherever I'm sitting, and it becomes my "lean" spot, and I can even set my beer can on the round part
on the back! Coaster uke/guitar holder. It's quite immovable once it has some weight against it from the
instrument. I could carry a metal stand with me, but it wouldn't fit in my ukulele case--this Planet Waves product
does. A winner.

Asin: B004N0MKN8
Title: Planet Waves Guitar Rest

HRDR Question: What is the width of the cavity? I need it for a large Touch Style instrument that has a very
wide neck.
Answer: Answer here...don't know the dimensions, but it could hold a very wide neck. Nice product, but you have
to be careful where you place your guitar to protect it.
HRDR Review: I just can't trust it! I thought it'd be a good idea if I needed to prop my guitar up against the amp
for a minute....but I just can't get myself to do it. I always end up using a little Fender portable stand. It does make
a nice coaster for placing a beer on my amp.

NARRE Question: Just turn your guitar around and rest its strings (the fretboard side) against a table, so the back
is facing you, but it works well without this thing. No?
Answer: Yea if you want to scratch your fretboard.. My cheap guitars I just lean back against a wall. I would
never lean a nice guitar on its strings...
NARRE Review: It is a little light if you bump it anything that you store in the top goes everywhere when the rest
falls on the floor. As long as the guitar is on it works great.

HFT Question: Lots of bad reviews is it as good as people say?
Answer: It's a good idea that needs refinement. The balance is off and without a guitar to hold it it falls off the
counter top nearly 80% of the time. As a player, I don't want to have to gingerly lift the durn guitar off the thing to
keep the holder off the floor.
HFT Review: This can work, but if you already use a guitar stand then it is a waste of money. It will work if you
use your guitar next to the a table.

Fig. 7. Example explanation: Planet Waves Guitar Rest (explanation by Top_Rated_Useful is in grey, that by
QuestER is in green, and those by other baselines are in blue)

• Figure 7 shows explanation for a guitar rest. Notably, the pairing by Top_Rated_Useful are

not so coherent, with the QA discusses its use for guitars, while the review discusses its use

for ukuleles. In contrast, the QA and the review by QuestER concentrate on the key issue of

how well the item could hold a guitar in rest. QuestER’s QA is more aligned with its review

than those of Top_Rated_Useful, ROUGE-L F-Measures are 14.71 and 6.64 respectively.

4.6 User Studies
To evaluate the quality of questions and reviews selected byQuestER and Top_Rated_Useful (based

on user votes on Amazon.com), we conduct a couple of user studies.
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Fig. 8. Review vsQuestion-Answer annotation results

26.7%

25.3%
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QUESTER is more useful
Top_Rated_Useful is more useful
Both QUESTER and Top_Rated_Useful are useful
Both QUESTER and Top_Rated_Useful are useless

QUESTER is more useful

Both QUESTER and Top_Rated_Useful are useful
Both QUESTER and Top_Rated_Useful are useless

Top_Rated_Useful is more useful

Fig. 9. QuestER vs Top_Rated_Useful annotation results

Reviews vs. QAs. In the first study, we seek to investigate whether users find questions and

reviews helpful as part of a recommendation explanation. We conduct user studies concerning 30

examples (3 products from each category). We split these examples into 3 surveys, each containing

10 examples of different domains which are generated by QuestER. Each survey is done by 5

annotators, for a total of 15 annotators who are neither the authors nor having any knowledge

of the objective of the study. Each product is presented with both question and review ordering

randomly (review and question can be either group A or group B). We ask annotators to assess the

pairwise quality with four options:

I. A is more useful than B

II. B is more useful than A

III. A and B are almost the same, both useful

IV. A and B are almost the same, both useless

The Fleiss’ Kappa [19] for consistency for categorical ratings, 𝜅 = 0.2955, implies fair agreement.

Pairwise evaluation results are shown in Figure 8. As the key proposal is to have both review

and question be part of an expanded explanation, it is gratifying that the most popular option is

that both are useful, attaining 39.3%. While the percentage that finds reviews more useful is slightly

higher than the percentage that finds questions more useful, this is less important as we are not

seeking to replace reviews with questions. Excluding “both useless”, 96% find at least one useful.

We repeat the same study with explanations coming from Top_Rated_Useful and the conclusion

still holds, i.e., the most popular option is that both reviews and QA are useful.

QuestER vs. Top_Rated_Useful. In the second user study, we would like to investigate the qual-
ity of the proposed combined explanation form consisting of a QA and a review. With the same set

of examples and annotators, we split the examples into 3 other surveys, each containing 10 products

from different categories. We present the explanations blindly by ordering survey’s questions and

explanations randomly (group A and group B are now either QuestER or Top_Rated_Useful). We

ask similar questions as in the first study. Figure 9 shows the pairwise evaluation results between

QuestER and Top_Rated_Useful. The Fleiss’ Kappa score is 0.217 indicating fair agreement. In

summary, when combining question and review as explanation, the overall quality of bothQuestER

and Top_Rated_Useful are useful (96.67%). Among those, question and review selected byQuestER

are considered to be slightly more useful (26.7%) than those of top rated useful (25.3%).
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Fig. 10. Rating predictions performance (MSE) when removing reviews.
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Fig. 11. Rating predictions performance (MSE) when varying the keeping big cluster threshold.

As important as the slight outperformance byQuestER over Top_Rated_Useful, or perhaps more

so is thatQuestER as a method is more widely applicable method. In contrast, Top_Rated_Useful

relies on the existence of helpfulness votes, which are relatively rare, and therefore it stands more

as a benchmark rather than a practical method for review and QA selection for explanation.

4.7 Discussion
Robust Rating Prediction Layer. Here we further explore the cold-start scenario by removing

reviews as well as questions and answers. Keeping the available ratings, we randomly remove

reviews with ratios in range [0,1] with step size 0.1. Results in Figure 10 for all datasets consistently

show that the rating prediction performance of the proposedQuestER is quite stable regardless

the amount of reviews. This can be explained using Equation 15, missing reviews only discard

the contribution of user and item representations constructed using reviews and QAs while the

rating-based representation as well as latent factors 𝜁𝑢 and 𝜁𝑝 are available. We further note here

that using Equation 15 can produce rating prediction for users/items that have rating-only (𝑢𝑖 and

𝑝 𝑗 ), content-only (𝑋𝑖 and 𝑌𝑗 ), and known latent factors (𝜁𝑢 (𝑖) and 𝜁𝑝 ( 𝑗)). In addition, we investigate

the overall rating prediction when vary the number of available questions by setting the keeping

questions threshold to be covered by big clusters in the range of [0,1] with step size 0.1 (in the

main experiment, this threshold is 0.8)
6
. We observe a similar trend that the rating prediction

performance is quite stable (see Figure 11).

6
When keeping all clusters (threshold is 1), the General Question is all the centroid questions.
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Table 9. The overall performance ofQuestER using BERT as Text Encoder on Musical data

Text Encoder Train (s) MSE

Text Alignment Review-Level Explanation Question-Level Explanation

ROUGE-L METEOR F1@5 ROUGE-L METEOR F1@5 ROUGE-L METEOR

TextCNN 334 0.8174 7.44 11.16 0.230 25.88 30.13 0.179 20.57 23.43

BERT(L-2) 61164 0.7861 7.27 10.75 0.237 26.72 30.78 0.175 19.18 22.11

BERT(L-4) 66291 0.7915 7.29 10.73 0.240 25.77 30.06 0.171 18.94 21.71

BERT(L-6) 73332 0.7909 7.32 10.91 0.233 25.47 29.68 0.178 17.98 21.14

BERT(L-8) 74587 0.7929 7.33 10.89 0.240 25.96 30.45 0.176 20.16 22.26

BERT(L-10) 76953 0.7767 7.48 11.08 0.235 23.96 28.52 0.176 18.14 21.06

BERT(L-12) 79146 0.7892 7.31 10.69 0.233 25.96 30.14 0.174 15.45 17.63

Using BERT as Text Encoder. Here we investigate whether using other text encoder such as

BERT can further enhance the overall performance. Table 9 reports the overall performance of

different variants of QuestER based on its text encoder (default is TextCNN) including 6 different

versions of small BERT model from TF Hub with 128 hidden dimension, from L-2 (2 Transformer

blocks) to L-12 (12 Transformer blocks). Trivially, using a larger text encoder model consumes

more time for training. Evidently, using BERT as text encoder does enhance the rating prediction

performance. However, it does not clearly show that using BERT as text encoder enhances the

explanation performance further in term of text alignment, review-level explanation, and question-

level explanation.

5 CONCLUSION
QuestER is a framework for incorporating question-answer pair or QA into review-based recom-

mendation explanation. We model QA in an attention mechanism to identify more useful reviews.

Through joint modeling, we can collectively form an explanation in terms of QA and review.

Comprehensive experiments on various product categories show that the QA and the review that

are part of a collective explanation are more coherent with each other than those pairings found by

the baselines. Review-level and question-level explanations identified byQuestER are also more

consistent with top-rated ones based on helpfulness votes than those identified by the baselines.

User studies further help to support that incorporating questions as part of a recommendation

explanation is useful.
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